Exercises NMES - 15.1.2025

Exercise 1
Write the LU factorization, without pivoting, of:

)2 4 4
(ra) |1 5 7
(r3) |3 12 18

showing the intermediate computations.

Solution: The steps are the same as for the Gaussian elimination method.
Let L = I, and compute the entries in the first column of L while eliminating

the elements in the first column of A below the diagonal: Iy = Z% = %
and [31 = Zf—i = 3. Now replace the row (r2) and (r3) with

(r2) — a1 - (r1) = (1,5,7) — % (2,4,4) = (1,5,7) — (1,2,2) = (0,3, 5)
(r3) —l3.1 - (r1) = (3,12,18) — % (2,4,4) = (3,12,18) — (3,6,6) = (0,6,12)

respectively. Now the matrix A becomes

1) = (r1) 2 4 4
(ro) :==(re) —la1-(r1) [0 3 5
(r3) :=(rs) —lz1-(r1) [0 6 12
and L is
1 00
1/2 1 0
3/2 0 1
Now repeat the computations above to eliminate the portion of the second
row of A below the diagonal. So l32 = Z;—z = 2; replace now the third row

(7”3) With (7"3) — l372(7'2).
(rg) —lz2 - (r2) =(0,6,12) — 2-(0,3,5) = (0,6,12) — (0,6,10) = (0,0,2).

So the matrix A has now become

and L is



Exercise 2
Compute the linear regression r(z) = ¢ + c1z for the set of points

(=3,0), (=2,0), (—1,0), (1,1), (2,2), (3,4).

Solution: To compute the solution recall the least square linear problem

[ m Do @ ] [00] _ [Z?llyi ]
S Yo (20)?] e S |

which in this case is
6 0| |a| |7
0 28| |az| |17]°

gives the solution which is

7 17
co= = = —.
0= 5 1= 53
Exercise 3 )
0
Starting from z(®) = |0|, compute 2 iterations of the Jacobi method
0
applied to the system Az = b, where
2 0 1 1
A=10 2 0 b= |0
1 0 2 1

Solution: Recall that for iterative methods, we can split A = M — N, so
that the general step of an iterative method is

2D — () | =1,(8)

In the case of Jacobi method, M = diag(A)

M =

S O N
o N O

0
0
2
Before starting, compute the residual 70

1
PO —p_ Az —p = |0
1



First iteration
Firstly, we have to compute M~ which amounts to solving the linear
system

Mu =0,

Since M is diagonal, it is easy to solve the linear system, obtaining the
solution u

IS
I
N= O N=

so ) = 20 44 = (1/2, 0, 1/2)T. Then compute the residual r(1) =
b— Az

1 2 0 1] [3 1 3 3
rW=10] -0 2 of 0| =|0] - [0] =~]0
1 10 2] |3 1 3 3

Second iteration
As before, compute the solution of the linear system Mu = (1), that yields

2@ = () 4y —

NI O N
|

= O =
Il

= O =

Exercise 4
Apply two bisection iterations to solve the equation

2 4+3r-2=0  n0,1].

Solution: Let F(z) = 2% + 3z — 2. We are looking the solution in the
interval [0, 1], so first check that F'(0) and F'(1) have different sign. Indeed

First iteration.
We start with ¢ = 0 and b = 1. Compute the midpoint m = ‘ZTH’, and
evaluate F'(m).
1 1 3 3
== F =—4+-—-2=——,
=y (m)=§+3 8

Therefore, since F/(m) < 0, replace update a, a := m.



Second iteration.

Compute the midpoint m = ‘%"b and evaluate F'(m).
3 27 9 43
TnA—rz, PKTn)——réz Z —2= 61.

Since, F'(m) > 0, then for the next iteration we update b, b := m.

Exercise 5
With initial guess z(®) = [1,1]7 apply one Newton iteration to find an
approximate solution of the system

2
_|xf = 2x e+ T
F@y‘[ %q—$y+2]

Solution: Recall that the Newton’s iteration for multivariate functions is

given by
—1
é“”:d“—ﬂh@wﬁ - F(z®),

where Jp is the Jacobian matrix of F. We have

oF, 0F
21 -2 1
Jr(z) = [gi‘é 0B | = [ 9 _1] :
8x1 6x2

For k£ = 0, that is the first iteration, we have

— 2—-1+2

F@@):F2_2+1+1::E

}, and  Jp(z®)

0 1

2 -1’

and we have to compute u = [u1, us]” solution of JF(Q(O)) Yy = E(g(o)). The
solution of this linear system is

U2:7 u2:7
— 347

2u1—uQ:3 uyp = 5 =5

and the first newton iteration step gives

o u[)-[ -]

Exercise 6
Given the function f(x) = cos (27 x) compute its Lagrange interpolant
of degree 2 through the points x; =0, zo = 1/2, 23 = 1.



Solution 1: Recall that the Lagrange interpolant of f of degree k, over the
points x1, 22, ..., Tk41, IS

Hu(f) = Y e Lifa), where Lix):=]] ((;f__f;))
— ;;1 7 J

In order to compute II(f) on the points x1, xo, r3, we have

(x—a)(w—a3) (z—g)(@—1)
B) = (s = ey = e D,
@-r)a—w) (@ O@-1
L2(1’)— (mg—xl)(fbg—x3) - (%)(_%) =—4 ( 1)7
(z—m)(z—m) (z-0)(z—3 — (9 —
I ey gy R T
and also
f(x1) = cos(2mx1) = cos(0) =1,
f(x2) = cos(2mxy) = cos(m) = —1,
f(x3) = cos(2mx3) = cos(2m) =
Finally

I (f) = f(21)La(z) + f(z2)La(z) + f(x3)Ls()
=1-2z-1)(z—-1)+(-1)-(—4zx)(z - 1)+ 1 -2(2x - 1)
=22 —2x —x+1+42® — 4o+ 227 — 2
=8z — 8z + 1.

Solution 2: An alternative solution consists in the following observation.
o(f) is the degree two polynomial ¢ + cox + c3x?, where the coefficients
c1, co, c3 are solution of the following linear system

1z 2% [a f(z1)
1 z9 x% co|l = | f(z2)
1 z3 23] |3 f(z3)

For this exercise we have

10061 1
1 2 1| |ee| = |1
1 1 1] |es 1



In particular ¢; = 1 and it remains to solve

2c9 +c3 = —8 2c0 +c3 = —8 co=—8
— —
co+c3=0 C3 = —C2

Again we found that IIa(f) = 1 — 8z + 8x2.

Exercise 7

Describe the Crank-Nicolson scheme for the solution of an ODE and
explain its relation with the trapezoidal quadrature rule. Then, compute
one step of the Crank-Nicolson scheme for the problem

{ y'(t) =2t (1 —y(1))
y(0) =3

selecting At = 1.

Solution: Let t, = tg + nAt and y, = y(t,). We are given t5 = 0 and
At = 1, and have to compute one step of Crank-Nicolson, i.e. compute 1,
for t;1 = 1.

For the Crank-Nicolson scheme, we approximate the derivative using a
finite difference and the ODE field with the average of the fields at two
consecutive timesteps

Yn — Yn—1
At

In our case, f(t,y) = 2t(1 —y) and A = 1, therefore

_ %(f(tn, Yn) + [ (tn=1,Yn—1))-

1
Yn — Yn—-1 = 5(2tn(1 - yn) + 27571—1(1 - yn—l))~

In order to compute y, substitute g, t1, o in the equation above and solve
for y;.

v w0 = 501~ y1) + 2t0(1 ~ 30)
n-B= 21 (1-y)+2:0-(1-3),

to obtain y; = 2.



