Exercises NMES - 13.1.2025

Exercise 1
Apply the Gaussian elimination method, without pivoting, to solve the
linear system Ax = b, where

(r) [2 4 10] [21 —6
(ra) |2 6 20| |z2] = |12
(r3) {1 4 18] |z3 18

showing the intermediate computations.

Solution: First we eliminate the first column of A under the diagonal term

1
a1,1- Compute Iy = 221 _ land l3; = 231 _ —. Then perform
a1 ai1
(1) 2 4 10| [z —6
(7’2) = (7’2) — 12,1 . (7"1) O 2 10 T2 = 18
(r3)=(r3) =lz1-(r1) [0 2 13| |3 21

In the second step of the Gaussian elimination we eliminate the second

column of A under the diagonal term as2. Compute l32 = 232 _ 1. Then
a2
perform
(1) 2 4 10] [z —6
(r2) 0 2 10| [xo| = |18
(r3) =(r3) =lz2-(r2) |0 0 3| |x3 3

Finally compute the solution by back-substitution method:

31'3:3;—>$3 = 1;
229 + 1023 = 18; = 272 = 18 — 10; — 22 = 4;
221 + dwg + 1023 = —6; = 2X; = —6 — 10 — 16; — 21 = —16;

—16
Finally the solution of the linear system is x = | 4
1

Exercise 2
Compute the quadratic least-square approximation 7(x) = co+ci1z+coz?
for the set of points

) )

(_275)7 (_1>O)a (07_1)7 (170)a (275)'



Solution: Here we want to minimize the quadratic function

m

2

F(co,er,c0) =Y (Flmi) —co—c1-mi—cp- 1))
=1

The problem is equivalent to solve

m Doy iy ()] [eo Do i
(LS52) Zﬂ;ll Li 2%1 (%)2 Z%mfl (951)3 C1| = Z;;il Ty |-
Ei:l(xi)Q > i (371)3 > it (xi)4 C2 > i (xi)Qyi

For the given set of points, it holds

5 0 10] [eo 4
(LS2)|0 10 O |a|l=10].
10 0 34] [ 20

We get immediately ¢; = 0. And then

5co + 10cy = 4 5cg + 10cy = 4 co+
- —
10cy + 34co = 20 14co =12

Therefore the solution is r(z) = —32 4 S22,

Exercise 3

Starting from z(® = (0,0,0)T, compute 2 iterations of the Gauss-Seidel

method applied to the system Az = b, where

1 4 1 1
A=12 1 0 b= |1
0 2 1 1

Solution: Recall that for iterative methods, we can split A = M — N, so

that the general step of an iterative method is
gD — (k) 4 pr—1p.(k)

In the case of Gauss-Seidel method, M = tril(A)

M =

SN =
N = O
= o O



Before starting, compute the residual (%)

r0 =p— Az = p =

—_ =

First iteration
Firstly, we have to compute M) which amounts to solving the linear

system
Mu =r©,

Since M is lower triangular, it is easier to solve the linear system by forward-
substitution, obtaining the solution u

so zM) = 20 44 = (1, -1,3)T. Then compute the residual r) = b — Az
1 1 4 1 1 1 0 1
r =11 =12 1 of |-1| =|1| = |1| =0
1 0 2 1 3 1 1 0
Second iteration As before, compute the solution of the linear system

Mu =)

using forward substitution. This yields

1 1 2
e® =W oy =|-1| +|-2|=|-3
3 4 7

Exercise 4

Starting from v(®) = [1

O}’ compute 2 iterations of the power method on

2 1
A=
returning the eigenvector and eigenvalue approximation and showing the
intermediate steps.

the matrix



Solution: In the first iteration of the power method we compute:

2 1] [1 2
R (N Ol
| = V2 T2 = V5

w1 1 _2:| .

’Ul: =
Jwill V5 1
1 2 1 2 1 5 14
_ T _ _ _
M_“A“_5P1yL J[J‘5P ”[4_5'
In the second iteration of the power method we compute:
P AR I I P L1
=A== ol A 1 T B A
gl = 2 v/E + 22 = /5
w = — — .
2 \/5 5 Y

wo 1 |:5:|
Vo) — —mm — —— ,
27 o]~ v |4

_or, 1 2 1] [5] 1 [14] 122
Ae = Avy =[5 4] [1 2} [4]_5[5 4 [13]_ a

Exercise 5
With initial guess z© =1 apply one Newton iteration to find an ap-
proximate solution of the equation

2z —1) (32 =22 +1) =0
Solution: We have to solve the equation F'(x) = 0 where
F(z) = (2x — 1) (32* — 2z + 1)
Recall that the generic Newton iteration is given as follows

(k)
gD — (k) F(') 7
F’(x(k))

so firstly compute F”
F'(z) = 2(32% — 2z + 1) + (22 — 1)(6z — 2).
So, compute the first iteration of the Newton method

©
Lo FEO) o2 13

F(zO) 8 174



Exercise 6
Given the Cauchy problem:

Y (t) = —2ty(t) + 2t3 for t > 0
y(0) = —1;

compute two steps by the implicit Euler method, with At = 1, in order to
approximate y(2). Report the intermediate computations.

Solution: We denote by y, := y(t,), where t,, = ty + nAt, and here we
have tg = 0, t; = 1 and t3 = 2. The Implicit Euler (IE) method is given by

Yn+1 — Y
% = f(tnt1,Ynt1),

and for this exercise, we have f(t,y(t)) = —2ty(t)+2t>. Thus, the IE method
applied to our Cauchy problem leads to solving, for each step, the following
equation:

Yn+1 — Yn
At

Therefore we manipulate it as

= —2tn 1 1Ynt1 + Qtiﬂ, (Implicit in the unknown y,41).

Ynt1 + 20t tog1 Y1 = Yo + 20813 43
Yn + 208 -3

LT oA (Explicitated in yp4+1).

Yn+1 =

Finally, the computation of the first step is

Cyo+2At-t —142 1
N=T A4, 1+2 3

and the computation of the second step is

i F2Att5 1/3+16 1448 49
T AL 144 15 15

Exercise 7
Write the pseudo-code of the composite trapezoidal quadrature rule, then
use the composite trapezoidal quadrature rule to compute an approximation

of )
/ sin?(t) dt
0

by splitting the integration interval [0,27] into four uniform subintervals.
Report the intermediate computations.



Solution: The composite trapezoidal quadrature rule amounts to approx-
imating the function to be integrated with the Lagrange piecewise-linear
approximation and integrating it. The extema of the four subintervals are
t1=0,ta =735, t3=m, tg = 37”, ts = 2m. The width of such subintervals is
5. 50

4

21 t1+1
/0 sin?(t)dt ~ — Z/t (sin?)(t)dt = Z Z[sinQ(ti) + sin?(ti41)].

=1

Compute each term of the sum individually:

[ J
n
=
=
[\
—~ —~ —~ —~
B
~—
+
»n
=
b
/‘\
\/
I
=

e sin? 37) +sin?(27) = 1,

combining all the terms yields

2T
/ sin? (£)dt ~
0

(I4+1+1+1)=

Mﬂ



