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Chapter 1

Introduction

In this thesis we shall deal with the following kinds of inverse elliptic boundary
value problems arising in nondestructive evaluation.

We want to determine in a conductor the shape and the location of finitely
many defects, like for instance cracks (fractures, either interior or reaching the
boundary of the conductor), cavities or material losses at the boundary, by
collecting a finite number of current and voltage measurements at the boundary,
that is by prescribing one or more, possibly suitably chosen, current densities
on the (exterior) boundary of the conductor and measuring the corresponding
electrostatic potentials on an open portion of the exterior boundary itself.

We shall treat the uniqueness and the stability issue for these kinds of inverse
problems, limiting ourselves to the two dimensional case. We shall consider, in
a systematic way, all the most significant types of defects and we shall obtain
uniqueness results and essentially optimal stability estimates under minimal reg-
ularity assumptions on the data, that is the conductor body, the background
conductivity and the prescribed current densities, and minimal a priori infor-
mation on the admissible defects.

In this thesis we collect the results previously contained in [12, 13, 36, 37].
Furthermore, we add some new results which enable a more comprehensive and
systematic treatment of our subject. We shall point out such novelties in the
course of the exposition.

Given a conductor, let ) be the region occupied by the conductor and let
A be its background conductivity. We assume that  is a bounded simply con-
nected domain contained in R? with Lipschitz boundary and A = A(z), z € Q,
is a bounded measurable tensor satisfying a uniform ellipticity condition.

A defect o in Q is, by definition, a closed continuum contained in € such
that Q\o is a connected open set. We recall that a continuum is a connected
set with at least two points. With a slight abuse of notation we say that also
the empty set is a defect in 2. This allows us to compare the case in which
defects are present in the conductor with the one in which no defect occurs in
the conductor.

We remark that we impose that a defect, if not empty, is a continuum in order
to ensure that it has a strictly positive capacity. In fact, otherwise, we could
not retrieve information upon it by electrostatic measurements. Moreover, the
connectedness of Q\o, that is to impose that if a closed curve is contained in
a defect then the whole domain bounded by it is still contained in the defect,
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guarantees that our defect does not break into two or more pieces the conductor.
Since the defects will be taken to be insulating, we would not be able to obtain
any information on a part of the conductor which is not connected to the portion
of the boundary where we perform our measurements.

We subdivide the defects into two broad classes. We say that o is an interior
defect if 0 N OQ = O and a boundary defect if 0 N OQ # B. If o is a boundary
defect we say contact set of o the set cNOS). Any point belonging to the contact
set will be a surface point of the defect.

Furthermore, the following classifications will be used. We say that a defect
o is a crack if it is a closed set which can be represented as the image of a simple
open curve intersecting 0€) at most at one of its endpoints. If ¢ is a crack such
that o N 0N is empty, then we shall speak of an interior crack. Otherwise, if
the intersection of a crack ¢ with 0f2 is not empty, we say that o is a surface-
breaking crack (or surface crack for short) and its endpoint belonging to 9 is
its crack tip.

A defect o is a material loss if it coincides with the closure of its interior

(that is 0 = o where & denotes the interior part of o). If ¢ is a material loss
whose intersection with the boundary of §2 is empty, we shall call it a cavity. If
a material loss is a boundary defect, then we say that it is a material loss at the
boundary (or boundary material loss for short).

We say that ¥ is a multiple defect in Q if it is the union of finitely many
pairwise disjoint defects o;, i = 1,...,n, n > 1. We remark that clearly ¥ might
be the empty set and that, by this definition, Q\X is connected.

We prescribe v, the current density on the boundary, as given by a nontrivial
L?(99) function with zero mean, that is |, a0 ¥ = 0, satisfying, furthermore, a
technical condition, to be precised later on, concerning the intersection of the
support of 1 with the contact set of X.

Then the direct problem is to find the electrostatic potential u in the conduc-
tor §2, prescribed the current density 1 and due to the presence of the multiple
defect X, that is to solve, in a weak sense, the following Neumann type boundary
value problem

div(AVu) =0 in O\,
AVu-vr=0 ondo,i=1,...,n, (1.1)
AVu-v =1  on 99,

where v denotes the outward normal.
The weak formulation of (1.1) is to find a function u € W12(Q\X) satisfying

/ AVu -V = Yo for any ¢ € WH2(Q\X). (1.1y)
A\Z supp(¢)

It is immediate to notice that there exists and it is unique up to additive con-
stants a weak solution to (1.1).

We remark that the physical interpretation of the homogeneous Neumann
condition on 0¥ is that ¥ models a collection of defects which are perfectly
insulating.

Moreover, if locally o; is a simple curve in €2, with do; we mean either side
of ;.

The inverse problem is the following. We assume that the conductor, charac-
terized by the domain € and the background conductivity A, is given, whereas
the multiple defect ¥ present in the conductor is unknown. We recall that if no



defect is present in the conductor we simply set ¥ = (). Our aim is to determine
the unknown multiple defect ¥. We apply one or more, possibly suitably chosen,
current densities ¢ and we measure the corresponding electrostatic potential w,
the (weak) solution to (1.1), on an open subarc I'g of 9Q (I'g satisfying a tech-
nical condition about its intersection with the contact set of ¥). By using these
additional measurements, that is u|r, for our choices of 1, we want to recover
the shape and the location of the multiple defect X.

We notice that also the case when the defects are perfectly conducting is
of interest. If ¥ represents a collection of perfectly conducting defects, then in
our model the electrostatic potential u satisfies u = ¢; on each o;, where ¢;
are constants which are part of the unknowns of the direct problem and are
determined by n additional compatibility conditions governing the equilibrium
of the system (see for instance [8]). The two inverse problems, corresponding to
the cases of perfectly insulating and perfectly conducting defects, are strictly
allied via the use of a generalized notion of harmonic conjugate, therefore most
of the results here described may be obtained also for the perfectly conducting
case, for instance see again [8]. For the sake of brevity and since the perfectly
insulating case is perhaps more interesting from the point of view of applications,
we shall limit ourselves to the treatment of the perfectly insulating case only.
We observe that this duality argument is valid in two dimensions only. In three
dimensions the perfectly insulating and perfectly conducting cases have to be
treated in different ways, see [9] for an account of results in the three dimensional
case.

Uniqueness results

Concerning uniqueness results, which we shall present in Chapter 3, we shall
consider three kinds of problems, keeping our assumptions on the data and our
a priori conditions on the defects as minimal as possible.

First of all we consider a general multiple defect determination problem,
that is we want to determine a finite collection of pairwise disjoint interior
and boundary defects with the only assumption that for each boundary defect
the contact set is composed by a single point and the defects approach the
boundary at these points in a nontangential way. However, we do not require
any a priori information on the location of these defect tips. In Theorem 3.1, we
shall prove that two suitably chosen measurements are sufficient (and necessary)
to determine the multiple defect.

Then we shall treat the following kind of boundary defect determination
problem. We want to determine a boundary defect which may have occured
on a side of the boundary of the conductor which can not be reached nor ob-
served directly. On the other hand, we assume that the other side is known and
accessible, that is we may apply current densities and we may perform mea-
surements upon it. By this kind of measurements we want to determine the
unknown boundary defect. From a mathematical point of view, our setting is
the following. We assume that the boundary of Q2 can be decomposed into two
simple arcs, I'; and I's, one of which, say I'1, is accessible. We want to determine
a boundary defect o and we assume that we a priori know that the contact set
of o with 09 is contained in T'y. We also suppose that I'; is a subarc of the
boundary of a Lipschitz domain contained in 2\o. Then we can decompose the
boundary of Q\ o into two parts, one of which is the simple arc 'y, and therefore
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is known and accessible, and the other, which we shall call I", depends on ¢ and
is unknown. On I, since we do not apply any electrode upon it, the electrostatic
field is insulated. In Theorem 3.6, we shall prove that, by assigning a suitable
current density on 'y, the measurement of the corresponding potential on a
subarc of I'; determines uniquely I' and hence 0. We remark that, in this case,
no a priori control is needed on the number of connected components of o\942,
in fact it may be infinite, see Remark 3.5.

In Theorem 3.7, we shall deal with a multiple material loss determination
problem. We want to recover a collection of interior and boundary material losses
with the assumption that the boundary material losses occur on a given part of
0%), whereas the other part of 02 is not reached by any defect and is accessible.
In this case we assume, as before, that the boundary of 2 is decomposed into two
simple arcs, 'y, which is accessible, and I's. We want to determine a collection
of pairwise disjoint material losses constituted by a finite number of cavities
and by a boundary defect o whose contact set is contained in I's and such that

(8) \9Q is equal to o\ In this case the closure of any connected component of

o\0f is a boundary material loss and, as before, the number of these boundary
material losses may be not finite. We remark that the inverse problem of cavities,
that is the determination of a finite collection of cavities, is a particular case of
the previous problem, simply by taking I's = @) and I'; = 99Q. Measuring on a
subarc of I'; the electrostatic potential corresponding to any single nontrivial
current density is enough to uniquely determine the multiple material loss, see
Theorem 3.7.

The above mentioned uniqueness results rely on the following procedure.
First of all, let us introduce the following notion. Let v be a stream function
associated to u, u being the solution to (1.1), namely a function satisfying

Vo= [97'"] AVu almost everywhere in Q\X. (1.2)

This notion generalizes the one of harmonic conjugate and it can be seen (see [8]
and Proposition 3.3) that even if the domain Q\ is not simply connected, due
to (1.1), such a function exists, is single valued and satisfies, for some unknown
constants ¢;, 1 =1,...,n,

div(BVv) =0 in Q\X,
v=c; ondo;,i=1,...,n, (1.3)
v=y on 01},

and also, in a weak sense, the following no flux condition

/ BVv-v =0 for every smooth Jordan curve 3 C Q\X. (1.4)
B

Here B = (det A)~1AT, ()T denoting transpose, and ¥ is an antiderivative of
1) along 0f2.

Notice also that v can be continuously extended to Q by setting v|,, =
V|go; = ¢; forany i =1,...,n.

We recall also that the complex valued function f = u-+iv is quasiconformal,
that is it satisfies a first order Beltrami type equation, see Proposition 2.1, and
this fact will be also used several times throughout the thesis. Here we speak



of quasiconformal functions in the notation used in [33], whereas other authors
use the notation quasiregular mappings.

Then the proof of the uniqueness results may be divided into the following
two steps

I) uniqueness for a Cauchy problem for the stream function v;

IT) study of the behaviour of the critical points and of the level sets of the
functions v and v.

The Cauchy problem, step I), is treated through complex analytic methods
and the maximum principle, see [8] and Chapter 3 for details. Concerning step
II), to obtain the first uniqueness result, Theorem 3.1, we shall prove, following
[8], that for suitably chosen v neither u nor v have, in a generalized sense,
critical points in Q\X (Proposition 3.4) and this property, coupled with step
I), will allow us to prove the result. Concerning the other two cases, step II)
is based on the use of the maximum principle for Theorem 3.6 and in the case
of Theorem 3.7 on the unique continuation property for solutions of elliptic
equations.

Stability results

For what concerns stability, that is the continuous dependence, with respect
to the Hausdorff distance, of the unknown defects upon the boundary mea-
surements, let us state some general remarks. First of all, it seems, and it has
already been pointed out by many authors, see for instance [4] and [17], that
this kind of inverse boundary value problems is severely ill-posed. Here we speak
of ill-posedness in the classical Hadamard sense. In particular, in this type of
problems, even if the uniqueness result has been established, the dependence
of the unknown defects upon the boundary measurements lacks continuity. The
heuristic reason is that it essentially depends on the behaviour of the critical
points and of the level lines of the electrostatic potential in the conductor, that
is the solution to (1.1). Since our knowledge of this solution is limited to the
Cauchy data {u, AVu - v} on a subarc of the exterior boundary, in order to
recover information on the behaviour of the solution in the interior, a Cauchy
problem for solutions of elliptic equations has to be considered. And it is well-
known since Hadamard’s example, see for instance [28], that this problem is
ill-posed.

Hence to ensure stability we have to make use of suitable additional as-
sumptions on the data, that is on the (known) conductor body €, its (known)
background conductivity A and on the prescribed current densities, and espe-
cially suitable a priori information on the (unknown) admissible defects. This
approach is usually termed as the study of conditional stability. For a general
theoretical setting of conditional stability, see, for example, [32].

We wish to stress that we need not only the continuous dependence of the
defects on the additional measurements, but also an explicit evaluation of its
modulus of continuity. We shall estimate this modulus of continuity through
explicit functions which vary only according to the type of assumptions on the
data and the type of a priori conditions on the admissible defects we shall use
and according to the given constants which characterize such assumptions and
a priori information.
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Our aim is to prove stability results under essentially minimal regularity
assumptions on the data and minimal a priori conditions on the defects. In
particular we shall assume that € is a Lipschitz simply connected bounded
domain and the background conductivity is a bounded and measurable tensor
satisfying a uniform ellipticity condition, that is we do not require the conductor
to be either homogeneous or isotropic. About the current densities we recall
that, depending on the kind of defects to be determined, at most two suitably
chosen current densities are enough for our stability results. However we shall
use, whenever possible, a single measurement, possibly with a current density
satisfying no other assumption but nontriviality.

Concerning the defects, first of all we would like to remark that we shall
take into account the possible presence of more than a single defect. We shall
pose various alternative regularity assumptions on the multiple defects. We are
able to prove stability estimates by imposing Lipschitz regularity conditions
on the defects. The dependence of the defects upon the measurements in this
case is rather weak, indeed of log-log type. However, if we suppose that the
admissible multiple defects either satisfy Lipschitz regularity assumptions and
in addition a nontrivial closeness condition, which we shall call Relative Lipschitz
Graph condition, see Section 2.2, or alternatively verify a C* type regularity
condition, with £ > 1 and 0 < o < 1, then we can improve the previous estimates
to log type estimates, which can be considered as essentially optimal. In fact
there exist examples, see [6] and Theorem 5.7 below, showing the optimality
of such estimates, at least for the determination of material losses and thus
suggesting that this is the case also for the other problems of determination of
defects such as the crack problem.

We wish to remark that the assumptions on the data and the a priori infor-
mation on the admissible defects we shall use treating the stability issue will be
always either equal to or stronger than the ones we shall use when we consider
the uniqueness problem. That is, as it will be obvious, every stability result we
shall prove automatically implies one of uniqueness, which however is already
comprised in one of those developed in Chapter 3.

We shall consider four main cases, each of one linked to one of the type of
defects defined above. First of all we shall treat interior defects and afterwards
we shall study boundary defects.

Multiple interior crack

In Chapter 4, stability estimates for the determination of a finite number of
pairwise disjoint interior cracks will be obtained by taking two suitably chosen
measurements. Here we shall essentially develop results stated in [12] and [37],
the main novelty being in the fact that we have extended those results, which
dealt with a single crack, to the multiple crack case.

The inverse crack problem has been introduced by A. Friedman and M. Vo-
gelius in [27] where they proved a uniqueness result with two measurements for
a single smooth crack.

Uniqueness for multiple cracks has been proven in [21], with a finite number
of measurements, and in [8] and [31] with two measurements. We recall that a
first stability result has been obtained for homogeneous conductor and a single
C?2 crack in [4, 5]. We wish also to recall that Lipschitz stability for a single
linear interior crack has been obtained in [7].



Multiple cavity

The problem of determining a finite number of pairwise disjoint cavities each of
them bounded by a simple closed curve will be treated in Chapter 5. Here we
present results developed in [13]. By prescribing any nontrivial current density
1, we shall evaluate the continuous dependence of the multiple cavity from the
measurement of the corresponding electrostatic potential on a subarc of the
(exterior) boundary of the conductor. Moreover we shall show the optimality
of our estimates by an explicit example, Theorem 5.7. In fact such an example
provides a much stronger statement showing that logarithmic stability is the
best possible also when all pairs of boundary measurements {u|oq, AVu - v|gq}
are available. See also [6], where an example, different in various respects, but
of the same nature, was presented for the so-called multiple boundary material
loss (or corrosion) problem.

The inverse problem of cavity presents some similarities also with the so-
called inverse conductivity problem with one measurement, which is the follow-
ing inverse boundary value problem.

Consider for simplicity A = I and ¥ a multiple cavity, then (1.1) can be
viewed as the limit as kK — 0 of the problems

div ((1+ (k= 1)xz)Vur) =0 in £, 11

Vug -v=1 on 0f). (1.1k)
Here yxy is the charateristic function of . In this case ¥ represents an inclusion
in €2, whose conductivity gets smaller as kK — 0. When k # 1 is fixed, the inverse
conductivity problem with one measurement is the relative inverse problem of
determining .. Plenty of papers have been devoted to this problem but, still,
the uniqueness question remains open. For references, see, for instance, [11].

We wish to mention that stability estimates for a strictly related problem
of determination of an interior boundary have been obtained in [23]. Besides
the fact that they consider a single cavity o, they assume the conductivity A
to be homogeneous, A = I, and the regularity assumptions on the boundaries
are slightly different, the two problems have a different nature. Their setting
is different from the present one in that they assume a homogeneous Dirichlet
condition on do (that is, their direct problem is closer to (1.3) than to (1.1))
and they prescribe

Av=0 in Q\o,
v=0 on o, (1.5)
v=¥ >0 ondf.

Thus, since ¥ is taken not identically zero, such a v is strictly positive in Q\o
and violates condition (1.4) above, that means that v is not the conjugate of a
single valued harmonic function.

Multiple surface crack

We shall deal with this problem in Chapter 6. We shall prove our stability
estimates for a finite collection of pairwise disjoint surface cracks measuring the
potentials corresponding to two suitably chosen current densities. We note that
no assumptions on the location of the crack tips on 92 will be made. We shall
present similar results to the ones in [36, 37] where the single surface crack case
was presented.
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Concerning surface-breaking cracks, uniqueness results have been obtained
in [26] and [15]. For the stability issue some partial results, although without
any explicit estimates, may be found in [15].

Furthermore, in Section 6.1, we treat, following [36], the determination of a
single linear surface-breaking crack in a homogeneous conductor and we shall
prove some Lipschitz stability estimates.

We shall consider two different cases. In the first one, in practice, we shall
assume that we know exactly the surface tip of the crack. In this case we need
the measurement of the additional boundary data only on a subarc of 9.
For this case in [15] there is a local Lipschitz stability result but no estimate
either on the Lipschitz constant or the radius of the ball where this Lipschitz
stability occurs. Instead, here we prove a global Lipschitz stability result and the
Lipschitz constant depends only on the constants characterizing our assumptions
on the data and @ priori information on the linear surface crack. In the second
case we drop the assumption on the knowledge of the surface tip but, in order
to obtain a Lipschitz stability result, we need the additional boundary data on
the whole boundary of Q.

Multiple boundary material loss

We want to determine a collection of boundary material losses whose contact sets
are contained in an a priori known subarc of the boundary of the conductor, by
performing measurements on the other part of the boundary which we assume
to be accessible. This problem, which we shall study in Chapter 7, can be used
to model either detection by electrostatic measurements of corroded parts of
a planar conductor (corrosion problem, see for instance [30]) or planar crack
detection in nonferrous metals via electromagnetic measurements (see [35]). For
previous results concerning uniqueness see [14, 16]. A stability estimate in the
case of a homogeneous conductor has been obtained in [17]. Stability results for
a homogeneous conductor under various regularity assumptions on the material
loss have been obtained in [22, 24, 25]. We shall prove stability estimates for an
inhomogeneous and anisotropic conductor by collecting a unique measurement.
The main novelty with respect to [36, 37], where a suitably chosen prescribed
current density was used, is that here any nontrivial current density will suit
Our purpose.

The techniques used to solve these four problems share a common core. In
particular we follow the scheme developed for the uniqueness results, with the
obvious additional difficulty that the analysis has to be quantitative and not
qualitative only. We consider the stream function v associated to u, the solution
to the direct problem (1.1), and we prove

I) stability estimates for a Cauchy problem for the stream function v;
IT) (local) reverse Holder estimates for the function f = u + iv.

Concerning step I), we shall need stability estimates for a Cauchy type prob-
lem for elliptic equations like (1.1) or, more precisely, (1.3), with no assumptions
on the coefficient A (or B respectively) but boundedness and uniform elliptic-
ity. We shall show that the Cauchy problem for such elliptic equations has a



stability character analogous to the one for the Laplace equation regardless of
the smoothness of the coefficient. We shall prove this in Theorem 2.8 by a gen-
eralization of the classical method of harmonic measure, see for instance [32].

We note however that these stability estimates depend also on the regularity
properties of the admissible defects. If they satisfy a Lipschitz condition, then
the stability estimate for the Cauchy problem, and hence for the inverse problem
of defect determination, is rather weak, indeed of log-log type. This is due to the
fact that we have to solve this Cauchy problem in a domain obtained by remov-
ing from the conductor two multiple defects, ¥ and ¥X’. No matter how smooth
these multiple defects may be, they can intersect each other in a very wild way
hence producing a very irregular domain. However, if we assume that either
the Lipschitz defects satisfy a kind of closeness condition, namely the Relative
Lipschitz Graph condition introduced in Section 2.2, or we have stronger than
Lipschitz regularity assumptions on the defects and, moreover, the defects are
close enough then Q\ (X UYX') satisfies a kind of uniform interior cone condition.
The cone condition allows us to improve the estimate on the Cauchy problem
and hence on the inverse problem to the essentially optimal log type estimate.

The main additional difficulty for the stability issue for these types of Cauchy
problems arises in the multiple surface crack case. In fact, dealing with boundary
defects suitable knowledge on the relationship between the contact sets of the
defects and the supports of the prescribed current densities is required. In the
multiple boundary material loss case this is given by the a priori information
that the contact set is contained in an a priori given subarc I's. In the case
of a multiple surface crack, an a priori evaluation of the position of the crack
tips depending on the current density used is necessary and will be obtained in
the proof of Proposition 6.4. This estimate corresponds to the estimate on the
error on the position of the crack tip of a single surface crack obtained in [36,
Proposition 3.4].

The major differences in the treatment of the different kinds of defects con-
cern the study of step II). We may notice that the difficulties that arise and,
therefore, the methods used to overcome them, essentially depend on the char-
acterization of the defect either as interior or as at the boundary or as crack or
as material loss.

In fact, for instance, let us remark that both the interior multiple defect cases
(interior cracks and cavities) need the treatment of quasiconformal mappings
between multiply connected domains, a crucial step in this treatment being
Lemma 2.3 which provides estimates on the size deformation of a circular domain
(that is a multiply connected domain bounded by finitely many circles) under
the effect of a k-quasiconformal mapping.

Another significant feature is that the two crack cases, the interior and the
surface one, share the fact that they need two measurements, with suitably
chosen prescribed densities. In fact the prescribed Neumann data 17 and g
will be assumed to satisfy certain conditions on their sign changes which enable
to show that, in a generalized sense, the corresponding potentials (and their
stream functions) have no interior critical points.

In the interior crack case, by this choice of current densities, we may also
control, again in a generalized sense, the number and the position of the critical
points of the potential u along the cracks themselves, and this will allow us to
obtain the reverse Holder estimate for f.
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Actually, in the surface crack case, we shall not employ the knowledge of
the behaviour of the critical points of the potentials and we shall not obtain an
estimate on the (local) reverse Holder continuity properties of f. Instead, we
shall use an estimate obtained in Lemma 6.3 which is essentially a consequence
of Harnack’s inequality. We shall use the fact that we have two suitably chosen
current densities to ensure that, given one of the surface crack constituting the
multiple defect, we may choose a current density, which is a linear combination
of the two previously prescribed and may depend on the defect itself, such that
the constant value attained by v on this defect coincides with the maximum
value of v on the whole conductor. Then the estimate of Lemma 6.3, coupled
with the upper estimate on the Cauchy type problem, allows us to prove our
stability results.

On the other hand, for both material losses problems (multiple cavities and
multiple boundary material losses) we need only a single measurement. Moreover
the prescribed Neumann data ¢ will not be assumed to satisfy any condition
on its sign changes, in fact any nontrivial data 1 suits our purpose. However,
we shall obtain, as it is reasonably expected, that the constants in the stability
estimates depend on the oscillation character of . That is, the less is the os-
cillation of 1 the better is the stability. Roughly speaking, such an oscillation
character will be controlled by the quantity Hs, appearing in (5.3) and in (7.3)
below, which dominates a ratio of two different norms for ¢. Since 1 does not
satisfy any sign changes assumptions, we are not able to control the behaviour
of the critical points of the corresponding potential u. However, by a different
technique, we shall prove that, under such a bound on the oscillation of 1, tak-
ing f = u+ iv where v is the above mentioned stream function associated to wu,
and fixing any 2° € Q\¥, ¥ being the unknown defect, then, locally, |f — f(2°)]
can be dominated from below by an explicit function vanishing at finitely many
points and with finite order (see Theorem 5.3 and Theorem 7.2). Such type
of estimate, which has been developed in [13] for the multiple cavity problem,
may prove to be useful also for other purposes and especially for other inverse
boundary value problems. In fact it will be here used successfully also for the
multiple boundary material loss case, the main difference being in the multiply
or simply connectedness properties of the domain obtained by removing from
the conductor the multiple cavity or the multiple boundary material loss respec-
tively. In fact in the first case a quasiconformal change of coordinates mapping
this domain onto a circular domain will be used, see Proposition 5.2, whereas in
the second we shall map, through a quasiconformal mapping, the domain onto
half a disc, see the proof of Theorem 7.2.




Chapter 2

Preliminaries

In this chapter we fix some notations and we collect some basic results which
will be used throughout the thesis.

In Section 2.1 we recall the reduction of a divergence form elliptic equa-
tion in two variables to a first order system of Beltrami, see Proposition 2.1.
We recall the definition of quasiconformal mappings and functions and a well-
known representation theorem for quasiconformal functions proved by L. Bers
and L. Nirenberg, Theorem 2.2. A notable consequence of this theorem will be
a rigorous interpretation of the notion of critical points for solutions to elliptic
equations in two dimensions, see page 18. We also collect various technical state-
ments related to quasiconformal mappings. In particular, we remark Lemma 2.3,
which allows to control the size deformation of a circular domain under the ef-
fect of a k-quasiconformal mapping, and Theorem 2.8, which provides stability
estimates for Cauchy type problems for elliptic equations with nonsmooth coef-
ficients by using a generalization of the classical method of harmonic measure.

In Section 2.2 we introduce quantitative notions of smoothness for families
composed by a finite number of simple curves which locally may be represented
as the graph of a C*® function, k£ a non negative integer and 0 < a < 1.
We shall use the notation Lipschitz if £k = 0 and o = 1. We also introduce
a nontrivial closeness condition between two families of simple curves, which
we shall denote as the Relative Lipschitz Graph condition (or RLG for short).
Afterwards we shall prove, Lemma 2.10, that two simple C*® curves, with
k>1and 0 < a <1, which are close in the Hausdorff distance are close also as
parametrized curves and this, in turn, implies that two C*® families of simple
curves whose Hausdorff distance is small enough are RLG, see Corollary 2.11.
Finally we investigate the regularity properties, in particular a kind of uniform
interior cone condition, of a domain obtained by removing from a given open set
two families of simple curves under various regularity assumptions on the two
families and the additional assumption that their Hausdorff distance is small
enough, see Lemma 2.12, Corollary 2.13 and Example 2.14. We remark that
the above mentioned definitions and results are developed for the case of simple
open curves and also for the one of simple closed curves.

For every z = x +iy € C and for every r > 0 we denote with B,.(z) the open
disc with centre z and radius r, whereas with B,[z] we denote the closed disc
with centre z and radius r, that is B,[z] = B,(z). As usual, we shall identify
complex numbers z = x + iy € C with points (z,y) € R2. Given 2z € C, we

11



12 CHAPTER 2. PRELIMINARIES

denote with x = Rz and y = 3z the real and imaginary part of z respectively.
If D is an open bounded set contained in R? and r is a positive number we
set

D, ={z € D: dist(z,0D) > r}. (2.1)

With dg (C, C") we shall denote the Hausdorff distance between two bounded
closed sets C' and C’, that is

dy(C,C") = max { sup dist(x, C), sup dist(x, C’)} :
xcC’ zcC
2.1 Stream functions, quasiconformal mappings
and geometric critical points

We shall make repeated use of the following notation for complex derivatives

1 . 1 .
fEZE(fw‘i‘lfy)u fz:§(fm_1fy)'

We denote by J = [(1) ’01] the counterclockwise rotation of 90° and by (-)*
transpose.

Given a bounded domain D C R?, we say that a 2 x 2 matrix A = A(2),
z € D, is a conductivity tensor if its entries are bounded and measurable and,
for given positive constants A and A, A satisfies

A(2)€- € > NE|? for every € € R? and for a.e. z € D;

2
Jaij(2)] < A for every 4,j = 1,2 and for a.e. z € D. (2.2)

Proposition 2.1 Let D be a bounded simply connected domain in R? and A be
a conductivity tensor in D verifying (2.2). Let u € WH2(D) be a weak solution
to the equation

div(AVu) =0 in D. (2.3)
Then there exists a function v € W12(D) which satisfies
Vv = JAVu almost everywhere in D. (2.4)
Moreover, letting f = u + iv, we have
fz=uf. +vf. almost everywhere in D, (2.5)
where p and v are bounded, measurable, complex valued coefficients satisfying
lu] +v| <k <1 almost everywhere in D, (2.6)
where k is a constant depending on A, A only.
On the other hand, if f = u+iv, f € W12(Q,C), verifies (2.5) with coeffi-
cients p and v satisfying (2.6), then there exists a conductivity tensor A such

that u is a weak solution to (2.3) and A verifies (2.2) with constants A, A > 0
depending upon k only.
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The function v appearing above is usually called the stream function associ-
ated to u. Notice that v is uniquely determined up to an additive constant and
also that v is a weak solution to

div(BVv) =0 in D, (2.7)
where B = (det A)~1A”.

Proof. For the existence of the stream function v see [10, Theorem 2.1]. Then
(2.5) follows from (2.4) with u, v given by

ass — a1 —i(a12 + a21)
a11G22 — a12a21 + a1 + aze + 1’

'LL =
(2.8)
_ a12a91 —anaz + 1 +i(a12 — ag)
T ainae — aiga21 +ai; +Faz+1

From these expressions and (2.2), one obtains, through elementary although
lengthy computations, (2.6).

Conversely, given the coefficients p, v in (2.5) satisfying (2.6) one obtains
(2.3) and (2.4) with A given by

1—pf —? 23 —p)
L+ —Ju L+ —[uf

—28(utv) [t
L+ v = [ul L+ v —[uf?

and the conclusion follows. O

For any k, 0 < k < 1, we say that a function f is a k-quasiconformal function
in a domain D if it is a W2(D) solution of an equation of the type (2.5), (2.6). A
univalent solution to (2.5), (2.6) is said a k-quasiconformal mapping. A function
f is a quasiconformal function, respectively mapping, if it is a k-quasiconformal
function, respectively mapping, for some k, 0 < k < 1. Concerning quasiconfor-
mal functions, their properties and characterizations we refer to [33].

Now we state the following representation theorem, due to L. Bers and
L. Nirenberg, [20].

Theorem 2.2 Let D be an open subset of B1(0) and let f € W12(D,C) verify
(2.5) where p, v satisfy (2.6).

There exist a k-quasiconformal mapping x from B1(0) onto itself and a holo-
morphic function F on x(D) such that

f=Fox. (2.10)

We may choose x such that x(0) = 0. Moreover we have that the function x

and its inverse x 1 satisfy
IX(2) = x(y)| < Cle—y|*  for any x,y € B1(0) (2.11)
and
IXTHx) =X W) < Cle —yl* for any z,y € B1(0), (2.12)

where C' and a, 0 < a < 1, depend upon k only.
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Proof. See [20, page 116]. O

We shall usually apply this result to quasiconformal functions in a bounded
multiply connected domain D. As usual, we say that a bounded domain D C C
is multiply connected if C\D is not connected. We shall always assume that the
number of connected components of C\D is finite and we call exterior boundary
of the domain D the boundary of the unbounded connected component of C\D.
We shall need a control on the regularity properties of x(D), keeping however
the Holder continuity of x and its inverse, (2.11) and (2.12).

Let us introduce the following class of domains. A circular domain Dy is, by
definition, a bounded domain whose boundary is composed by a finite number
of circles, that is Dy = Br(2)\ U, B, [2i], where n is a positive integer, for any
i=1,...,nr; >0and By,[z] C Br(z) and the cavities B,,[z;] are pairwise dis-
joint. We call 9Bg(z) the exterior boundary and |J]_, By, [z the multiple cavity
of the circular domain Dy. Furthermore we introduce the following notations.
For any cavity B.,[z;], 4= 1,...,n, let us denote

d; = dist (B” [z, | Br [z5] U aBR(z)).

J#i
Then we say minimal radius (of the multiple cavity) the number min{r; : i =
1,...,n} and separation distance (of the multiple cavity) the number min{d; :
1=1,...,n}.

By [39, Chapter 3, Theorem 5.2], for every bounded multiply connected
domain D containing the origin, we may always find a conformal mapping xq
from D onto a circular domain D; with exterior boundary 8B (0) such that
x0(0) = 0 and the image through o of the exterior boundary of D is the
exterior boundary of Dy, that is 9B1(0).

Hence, if D is a multiply connected domain with 0 € D and f is a k-
quasiconformal function in D, we may find a k-quasiconformal mapping x and
a holomorphic function F on x(D) such that (2.10) holds and x(D) is a circular
domain with exterior boundary dB;(0) and such that x(0) = 0 and the image
through x of the exterior boundary of D is 9B1(0).

Clearly we have that the properties of the circular domain x (D), in particular
the values of the minimal radius and of the separation distance of its multiple
cavity, and the continuity properties of x¥ and x~! depend on the smoothness
of D. We are interested in finding regularity assumptions on D which would
allow us to deduce a positive lower bound on the minimal radius and separation
distance of the multiple cavity of x(D) and to obtain the Holder continuity of x
and xy~'. A crucial step towards this kind of results, which will be developed later
according to the different kinds of defects considered, is given by the following
lemma, which solves the problem if D is a circular domain itself.

Lemma 2.3 Let Dy be a circular domain such that 0 € Dy, its exterior bound-
ary is 0B1(0) and the minimal radius and separation distance of its multiple
cavity are greater than a positive constant dy. Fized k, 0 < k < 1, there exist
constants 61 >0, C > 0 and o, 0 < a < 1, depending on dy and k only such that
if x s a k-quasiconformal mapping from Dy onto another circular domain D1

whose exterior boundary is OB1(0) such that x(0) = 0 and dB1(0) = x(0B1(0)),
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then the minimal radius and separation distance of the multiple cavity of D1 are
greater than d1 and x verifies

Ix(z) = x(y)| < Cle —y|*  for any x,y € Dy (2.13)

and
X Mz) = x| < Cle —y|*  for any x,y € D;. (2.14)

Proof. During the proof of this lemma we shall make use of the notion of
capacity. Concerning its definition and its basic properties we refer to [29]. Here
let us simply state some notations and the definition. Given a bounded domain
D and FE a subset of D, the pair (E, D) will be called a condenser and we denote
by cap(F, D) the capacity of the condenser (E, D). If E is compact then

cap(FE, D) inf / |Vul?,
uweW (E,D)

where
W(E,D)={ueCy(D): u>1on E}.

Then for any subset E the capacity is defined as
cap(E,D) =inf E C G C DG opensup K C GK compactcap(K, D).

We note also that the capacity may be computed explicitly if the condenser
is an annulus. In fact, see again [29, page 35|, we have for 0 <r < R

cap(By|z], Br(z)) = 27 (10g g) ) . (2.15)

Let Do = B1(0)\ U}, By,[2:] and Dy = B1(0)\ U}, Bs, [w;]. We recall that
Xx(0B1(0)) = 0B1(0) and we have ordered the cavities in such a way that
X(0By,(z;)) = 0Bs,(w;) for any ¢ = 1,...,n. We note also that, since the
minimal radius is bounded from below by d§y > 0, if n denotes the number of
connected components of the multiple cavity of Dy (and obviously also of the

one of D7), we have
n <N, (2.16)

N depending only on dp.

We denote I = {1,...,n}. Then, by the lower bound on the minimal radius
and on the separation distance of the multiple cavity of Dy, by (2.15) and by
elementary properties of capacity, we may find two constants 0 < C; < Cy
depending on §y only such that for every I, nonempty subset of I, we have

0<C < cap( U B, [z], B1(0)\ U v 125 ) < Cs. (2.17)
i€l FISTAVA

Since x is k-quasiconformal then there exists a constant Cs > 0 depending
on k only such that

0<Cy/Cy < cap( U B lwil, B0\ |J B ) < O304 (2.18)

i€l JEINI

holds for any I; C I, I # 0, see [29, page 288].
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We now claim the following result.

Claim. Given k, 0 < k < 1, and hg > 0, let f be a k-quasiconformal mapping
from the annulus By (0)\ By _p,[0] onto By (0)\o, o being a closed subset of By (0),
satisfying f(90B1(0)) = 0B1(0) and 0 € o. Then

diSt(O’, 631 (0)) 2 hl (219)
where h; > 0 depends on k£ and hg only.

Proof of the claim. By the Representation Theorem 2.2 it is enough to prove
the claim when f = u+1iv is conformal. Since 0 € ¢, by (2.15) and the invariance
of capacity through conformal mapping, we may find hy > 0 small enough such
that for any 0 < hg < hg either the oscillation of u or of v on 9B1_p,(0) is
greater than 1/4. Then by [2, Theorem 1.3] (see also [12, page 336]) there exists
a constant C' > 0, depending on hg only, such that if 0 < hg < hy we have

|f-(2)] > C for any z € By_p,/4[0]\B1—31,/4(0), (2.20)

and from this the conclusion of the proof of the claim follows very easily. O

By the claim we may immediately infer that there exists a constant do de-
pending on k and Jg only such that we have

dist(Bs, [w;],0B1(0)) > 62 forany i=1,...,n. (2.21)
Let us denote as before
d; = dist (Bsi [wil, | B, lw;] U 631(0)), i=1,....n.
J#i
Then, for any i = 1,...,n, we consider the following change of coordinates
Ti(z) = ri/(z — z:),  Si(z) = s:/(z —wi)
and we take the function f; : T;(Dg) — S;(D1) given by

fi:SiOXOTi_l-

We have that there exists a hy > 0 depending on §p only such that T;(Dy) con-
tains the annulus By (0)\B1_p,[0]. Since 0 & S;(D1), f; satisfies the hypothesis
of the previous claim, hence we may find h; > 0 depending on k and §p only
such that B1(0)\Bi-p,[0] C S;(D1) and this implies that there exists a constant
Cy4 > 0 depending on k and Jy only such that

d; > Cys; foranyi=1,...,n. (2.22)
Let us remark that, by (2.18), we have, for any i = 1,...,n,
0 < C1/Cy < cap( By, [w], BuON | B, lwy]) < cap(By, [wi], Bua, (w1)),
J#i

hence, using (2.15), we deduce that there exists a constant C5 > 0 depending
on §p and k only such that

d; < Css; foranyi=1,...,n. (2.23)
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For any po, 0 < pp < 1, we split the interval (0, pp] into the subintervals
m—1

(3", p2" ], m = 1,2,..., and we find, by (2.16), the bound on the number
of connected components of the multiple cavity of D;, an integer m < N + 1
such that s; ¢ (p%m,pgmfl) for every i. Hence there exists p1, 0 < p1 < po, p1
dominated from below by a positive constant depending on dy and pp only, such
that if we set

Ilz{iEIZSiSp%}, IQZ{iEIZSinl},

then I = I U L.

Let us show I; = @ when pq is sufficiently small. By contradiction let us
assume [7 # 0.

We take the condenser (U, Bs;[wil, B1(0)\Uj;cy, Bs;[w;]) and we want to
estimate its capacity.

First of all we fix i € I; and evaluate cap(Bs, [w;], B1(0)\ Ujc;, Bs; [w;])-
Assuming without loss of generality py < d2, by (2.21) and (2.22) applied to
any Bs, [w;] with j € Io, we have that

dist (Bsi [wil, | Bs ;] U 8B1(0)) > Cgp1 for any i € I, (2.24)
JEI2
where Cg depends on §y and on k only. Then
cap(Bsi [w;], B1(0)\ U By, [wj]) < cap(Bs, [wi], Bs;+cgp, (wi))  for any i € I;.
JEl2

By (2.15), since s; < p?, we have

cap(By w]. Buscyp (w) = 27 (log 258 ) <

< om(log S )71§ (1og )1.

By subadditivity of capacity we have

cap( | Bulwi, BiO)\ | B, lwy)) < 3 can(Bu.lwil, Bi(O)\ | By, [wy])

i€l Jj€el> i€y Jj€l>

and hence, by (2.16),

cap( U Bs, [w;], B1(0)\ U B, w]]> < 2Nm (10gg>_1. (2.25)

el jel> Po

Let us pick pp depending on k and dg only such that

o\
2N~ (log —6> < C1/(2C5). (2.26)
Po
Then the combination of (2.25) and (2.26) violates the lower bound in (2.18).
Hence we have found a positive constant §; depending on k and Jg only such
that the minimal radius of the multiple cavity of D is greater than ;. Then,
again by (2.21) and (2.22), also the separation distance may be bounded from
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below by a positive constant d; depending on k and Jg only. It remains to prove
the Holder continuity of x and x~'. Given the bounds on the minimal radius
and the separation distance of the multiple cavities of Dy and D7 respectively,
this may be obtained by standard reflection arguments, see [33], with the help
of our claim to control the reflection around 9B (0). O

We shall need a generalized notion of critical point of solutions to elliptic
equations in two dimensions. We define, as in [10], geometric critical points of
solutions to an elliptic equation like (2.3) in the following way. Given w as in
Proposition 2.1, let v be its stream function and let, as in Theorem 2.2, x and
F' be respectively the quasiconformal mapping and the holomorphic function
appearing in the representation (2.10) for f = u + iv.

Assuming f = wu + iv is not constant, we say that a point zg € D is a
geometric critical point (or g.c.p. for short) for u, or equivalently v, if x(2¢) is a
critical point in the classical sense for U = RF'. This definition does not depend
on the choice of the representation and coincides with the standard definition
of critical point if u is smooth (see [10] for details).

Let G be a smooth planar domain and let E be a smooth vector field such
that F # 0 on OG. Then we define the index of E in G, I(G, E), as —(winding
number) of E along 0G, that is

(G E) = —2

— d E).
5 | dars()

If 29 is an isolated zero of E the index of E at z( is given by
I(z0, F) = lin% I(B,(20), E).

For the present purposes, a complex valued function g = g +igs will be identified
with the vector field E = (J).

The geometric index of Vu at zo € D, still denoted by I(zp, Vu), will be
defined as the index of VU at x(zp). We remark that, by this definition, for
solutions of elliptic equations the index is positive if and only if 2y is a geometric
critical point. Moreover we have that if zy is such that f(z9) = 0 then

I(x(20), F) = I(x(20),VU) + 1 = I(2, Vu) + 1.

We may give a geometric characterization of the geometric index in the
following way. The geometric index of Vu at zp is n, n > 0, if and only if,
locally in a neighbourhood of zg, the level set {u = u(zp)} is constituted by
n + 1 simple curves intersecting at zo only.

In addition, let us recall that the geometric index satisfies a continuity prop-
erty as stated in [10, Proposition 2.6], that is the number of critical points,
counted with their index, of solutions to elliptic equations within a fixed do-
main D is continuous with respect to Wﬁ)f convergence.

We shall also need a generalized definition of critical point at the boundary.
Fixed a point zg € C and a Cartesian coordinate system (x,y) with origin in
20, let D = {y < ¢(x) : 22 +y? < r?} where r > 0 and ¢ is a Lipschitz function
on [—r,r] such that ¢(0) = 0. Take a function f = u + iv solving (2.5), (2.6)
in D such that v = const. on {y = ¢(x) : 22 + y? < r?}. We say that z is a
geometric critical point at the boundary of index n > 1 for v (and for w) if, in
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the intersection of a neighbourhood of zy with D, the level set {v = v(z0)} is
constituted by n simple curves containing as an endpoint zy and whose pairwise
intersection is zg itself.

Let us briefly motivate this definition. Since the definition is local, by a
quasiconformal change of coordinates y, we may assume without loss of gen-
erality that zo = 1, D = {w € B,(1) : |w| < 1}, » > 0, and v = const.
on v = 0B1(0) N B,(1). Then, by a reflection argument, we may extend f to
a function, which we still call f, defined in a suitable neighbourhood U of zj
according to the following reflection rules

f(z)=f(1/Z) 4+ 2ci for any z € U, (2.27)

where ¢ = v|,. Remark that this reflection is, with respect to u and v, given by
the following

{ Z((:Z)) : ;Lc(l_/i)(l/g) for any 2 € U. (2.28)

We have that f is still a quasiconformal function in U and we have that zg
is a geometric critical point at the boundary of index n for v in D if and only
if 2y is a geometric critical point of index n for u and v extended to U by the
reflection rules (2.28).

Finally the following type of unique continuation property holds. We have
that if u = AVu -v = 0 in the weak sense on an arc I' C 9D, then v = 0
everywhere in D.

Remark 2.4 We wish to stress that the Representation Theorem 2.2 gives
us that, up to the change of coordinates x, v can be viewed as the harmonic
conjugate to u. In particular we have that with respect to the metric in x(D),
the level lines of v are lines of steepest descent of u and vice versa. Consequently
we have that, away from the discrete set of geometric critical points, u is strictly
monotone on each connected component of the level lines of v, and vice versa.

Through the use of quasiconformal functions it is also possible to extend
the classical method of harmonic measure in order to obtain a Holder stability
estimate in the interior for Cauchy problems for solutions to (2.3) with discon-
tinuous and anisotropic conductivity tensors.

Let us recall some notions from potential theory, see for instance the book
by J. Heinonen, T. Kilpeldinen and O. Martio, [29].

Let D be a bounded open set and let A € L>°(D) be a conductivity tensor
which satisfies (2.2).

We denote by L4 the differential operator

Lau = —div(AVu). (2.29)

Definition 2.5 A function v : D — RU {400} is called £4-superharmonic in
D if

(i) w is lower semicontinuous;
(ii) u # 400 in any connected component of D;

(iii) for any open set Dy CC D and any h € C(Dy), such that L4h = 0 in the
weak sense in D1, if w > h on 0D; then u > h in D;.
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A function u is L£4-subharmonic in D if —u is £ 4-superharmonic in D.

Definition 2.6 Let E be a subset of 0D and let xg be its characteristic func-
tion. We define the L a-harmonic measure of E with respect to D as the upper
Perron solution with respect to x g, that is

w(z)=w(E,D,La;z) =inf{u(z) : u e Ug} for any z € D,

where Ug is the class of the £ 4-superharmonic functions u in D such that v > 0
and liminf,_,, u(z) > xg(y) for any y € 9D.

Lemma 2.7 Let D be a bounded domain. Let f € WY2(D,C) satisfy (2.5),
(2.6). There exists a 2 x 2 matriz Ay € L*>(D) satisfying (2.2) with constants
A, A depending on k only such that ¢ =log|f]| is La, -subharmonic.

Proof. Let z be a point in D such that f(z) # 0. Locally, on a neighbourhood of
z, we can define the function ¢; = log f where log is any possible determination
of the logarithm in the complex plane.

In this neighbourhood ¢, verifies the following equation

(01)z = p(¢1)= + v1(d1)- (2.30)

where 11 = vf/f and hence |u| + 11| < k < 1.
Then we consider the matrix A; corresponding to p and vy, as in (2.9). By
Proposition 2.1 the function ¢ = log|f| = Rlog f locally verifies

div(4; V) = 0 (2.31)

in the weak sense.

We remark that we can define ¢ = log |f]| globally as a V[/lloc2 (D1) function,
where D1 = {z € D : f(z) # 0}, hence using a partition of unity it is easy to
show that (2.31) holds weakly in D;.

Clearly the set {z € D : f(z) = 0} consists of isolated points and ¢ goes
uniformly to —oo as z converges to an element of such a set.

Using this remark and the maximum principle we can prove in an elementary
way that ¢ = log|f]| is £4,-subharmonic. O

By the use of suitable £4,-harmonic measure we obtain a Holder stability
estimate in the interior for Cauchy problems for quasiconformal functions, as
follows.

Theorem 2.8 Let D be bounded domain and E a subset of D. Let f satisfy
(2.5), (2.6).
If C =sup|f| on D and we have that, given € > 0,

limsup |f(z)| <e foranyye€ E, (2.32)

then for any z € D the following estimate holds
f(2)] < OB, (2.33)

where w = w(E, D, L4,) is the La,-harmonic measure of E with respect to D
and the matriz Ay is defined as in Lemma 2.7.
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Proof. We can assume, without loss of generality, 0 < ¢ < C. Consider the func-
tion ¢ = log|f|, by the Lemma 2.7 ¢ is £ 4,-subharmonic. Let w = w(FE, D, L 4,)
be the L£4,-harmonic measure of E with respect to D.

Let us denote ¢ = %. It is easy to see that ¢ belongs to the

upper class Ug. Hence for any z € D we have w(z) < ¢2(z) and so
#(z) <log(e)(w(z)) + log(C)(1 — w(z)). (2.34)

And this clearly implies the conclusion. O

Remark 2.9 Observe that in view of Proposition 2.1 the above Theorem 2.8
could be restated in terms of a Cauchy problem for an elliptic equation like
(2.3).

2.2 Regularity assumptions on families of curves

We shall need, in several places, quantitative notions of smoothness for the
boundary of the conductor body €2 and for the defects. Such assumptions can
be summarized as follows.

Given an integer £k = 0,1,2,..., a number «, 0 < a < 1, and a set S we
say that SN B,(z), r > 0 and z € C, is a C* graph with constant M if there
exists a coordinate system (z,y) with origin in z such that with respect to these
coordinates S N B,.(z) = {y = ¢(x) : a < x < b} where ¢ is a C** function on
[—r, 7] such that ||}|ck.af—p, < M and we have —r < a < b < 7 with either
a = —r or b =r. We remark that if SN B,.(z) is empty then, taking either ¢ > r
or ¢ < —r, S is a C%® graph with constant 7 in B,.(z) for any integer k and
any number «, 0 < a < 1.

We shall especially focus on the case K = 0, @ = 1, in which case we shall
speak of Lipschitz graphs.

We say that a finite family of simple open curves y;,i = 1, ..., n, is C*® with
constants d, M > 0 if the curves are pairwise disjoint and for any z € [J;_; 7,
(Ui, ) N Bs(z) is a C** graph with constant M. In the case k =0, o = 1,
we shall speak of a Lipschitz family of curves.

Use will be also made of the following notion. Given two finite families of
simple open curves, v;, ¢ = 1,...,n, and 7;-, 7 =1,...,m, we say that they are
Relative Lipschitz Graphs (RLG for short) with constants §, M if the curves
belonging to the same family are pairwise disjoint and for every z € (U?:l ’yl-) U
(U;n:l v;)s (UiZy %) N Bs(z) and (U;il 7}) N Bs(z) are Lipschitz graphs with
constant M with respect to the same coordinate system.

The same kind of notions are introduced for families of simple closed curves.
Given an integer kK = 0,1,2,..., a number «, 0 < a < 1, we say that a finite
family of simple closed curves v;, i = 1,...,n, is C®»* with constants 6, M > 0
if the domains bounded by each ~; are pairwise disjoint and for any z € (J;, v,
(Ui, ) N Bs(z) is a C** graph with constant M. Again, if k =0 and a = 1,
the family of curves will be said to be Lipschitz.

Given two finite families of simple closed curves, v;, ¢ = 1,...,n, and ”yj’-,
j=1,...,m, we say that they are Relative Lipschitz Graphs (RLG for short)
with constants §, M if both families satisfies the assumption that the domains
bounded by each of the curves of the same family are pairwise disjoint and for
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every z € (U, vi) U (UL 7)), (U, 7i) N Bs(z) and (U;nzl 7}) N Bs(z) are
Lipschitz graphs with constant M with respect to the same coordinate system.

If «y is a simple curve (which could be even closed) and zy, z1 are two points
of v we define length, (20, 21) the length of the smallest arc in v connecting zo
to Z1.

Let the finite family of simple open curves ~;, ¢ = 1,...,n, be Lipschitz
with constants §, M > 0 and let us assume that the diameter of (U?:l %) is
dominated by a constant L. Then we can deduce the following properties. There
exists a constant L, depending on §, M and L only such that

0 < 0 <length(v;) < L; foreveryi=1,...,n. (2.35)

Then there exists a positive constant M; depending on §, M and L only
such that for every ¢ = 1,...,n and every 2o, 21 belonging to 7; the following
inequality holds

length., (20, 21) < Mi[z0 — 21 (2.36)

Moreover there exists a constant d; > 0 depending on §, M only such that
we have
dist(vy;,v5) > 61 for every i # j. (2.37)

By this fact we can find a constant IV depending on ¢, M and L only such that
if n is the number of curves composing our finite family we have

n <N. (2.38)

Given a finite family of simple closed curves ~;, ¢ = 1,...,n, which is Lip-
schitz with constants d, M and whose diameter is bounded by L we have that
(2.35)—(2.38) are satisfied with constants also depending on 4, M and L only.
Moreover we have that we may find two constants Lo and d9 > 0, Lo depending
on L only and 2 depending on 0, M only, such that if o; is the domain bounded
by the curve v; then we have

0 <|o;| < Ly foreveryi=1,...,n, (2.39)

where |o;| denotes the Lebesque measure of o;.

Let us state the following results. Roughly speaking we say that two simple
open (or respectively closed) C*® curves v and 7/, with k a positive integer
and 0 < a < 1, which are close in the Hausdorff distance are close also as
parametrized curves. This result allows us to show that if I' = |J_,v; and
I’ = U;nzl 7; are two C*2 families of simple open (or respectively closed) curves
and dg (T, T") is small enough then the two families of curves are RLG.

Then we consider two families of simple open (or respectively closed) curves
I'= U2, v and I'" = ;- 7} which are RLG and are contained in a bounded
domain D. Taking G the connected component of D\ (T'UI") such that 9D C 9G,
if dg(I',T”) is small enough then G satisfies a uniform interior cone condition.
Finally, via a counterexample we shall show that this property is not valid any
more if the families of curves are both Lipschitz with given constants but are
not RLG.

Lemma 2.10 Let us fix a positive integer k and a constant o, 0 < a < 1, and
let v and ~' be two simple open (or respectively closed) curves which are C*
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with constants 6, M. Furthermore we assume that the diameters of v and ' are
bounded by a constant L.

Then there exist regular parametrizations z = z(t) and 2/ = 2/(t), 0 <t <1,
of v and ~' respectively such that for every &, 0 < & < «,

llz — Zl”ck«i[o,l] < C(dH(%V/))(afd)/(Ha)a (2.40)
where C' depends on §, M, L, k, a and on & only.

Proof. The proof follows the same procedure used to prove Corollary 1.5 in [4],
where the result was proven for C%% curves. We extend the result also to the
Cl@_case, see [37].

First of all we shall prove the lemma for open curves.

We can find a constant dg > 0 depending on 6, M, L, k and « only such
that if we denote U = {z € C : dist(z,7) < do}, then there exists a C* change
of coordinates ¢ = ((z,y) = (&(z,y),n(z,y)) in U such that

0<Cy < ‘855’77;‘ < Cy for every (z,y) €U, (2.41)
T,y
1€llcre@y + nllcrew) < Co, (2.42)

and in the new coordinates the curve ~ is represented as
n=0, 0<{<m (2.43)

where C7 and Cs depend on §, M, L, k and « only and m is the length of ~.

This change of coordinates may be obtained as follows. There exist a positive
constant d1, depending on §, M, L, k and « only, and a function 2 : [—d1,m +
d1] = C such that Z|jg ) is the arclength parametrization of v and Z(¢), £ €
[—61,m + 61], is the arclength parametrization of a curve 5 which is C** with
positive constants 6, M and whose diameter is bounded by L, where 8, M and
L depend on 8, M, L, k and « only, and therefore ||z||ck,a[,5hm+51 < Cs, Cs
depending on §, M, L, k and « only.

For any & € [—61,m + 61] let v(€) = (dZ(€)/d€)*, where (-)* denotes the
counterclockwise rotation of 90°. Then we may find a positive constant o, de-
pending on §, M, L, k and « only, and a vector field o : [—&;, m + 6] — R?
such that |7 = 1, ||[7llcra(—s,mts,) < Ci, Cs depending on 6, M, L, k
and « only, v(§) - #(§) > 1/4 for any & € [—d1,m + 01] and the map f :
[—d1,m + 1] x R — R? defined as f(£,n) = 2(€) +np(€) is (globally) invertible
in U = [~01,m + 01] x [—d2, 83]. Picking ¢ = f~! we obtain the desired change
of coordinates.

For any positive p we denote by R, the rectangle

R, ={(&n): —p<&{<m+p, In| <p}. (2.44)

Let us assume, for the time being, that d = dg(v,v') < do. We can find

a constant Cs depending on §, M, L, k and « only such that, in the new
coordinates, we have

’7/ C RCsd~ (2.45)

Moreover there exists a constant di, 0 < d; < dy, depending on §, M, L,
k and « only, such that if d < d; then 4’ can not have two distinct points on
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any vertical line £ = c. Otherwise there would exist a point z € 4/ such that
the tangent vector to +' in z, would be, in the new coordinates, parallel to the
line £ = 0. Given the regularity assumptions on v/, we may choose d; in order
to guarantee that for any z € v’ the angle between the tangent vector to v/ in 2z
and the line £ = 0 is greater than 7/8. Otherwise, since 7/ is C**® and hence its
tangent vector varies in a continuous manner, there would exist a neighbourhood
of z such that for any w belonging to it the angle between the tangent vector to
~" in w and the line £ = 0 should be less than 7/7 and therefore we could find
two points in 4/, wy and ws, such that |n(w1) — n(wsz)| > d2 > 0, d2 depending
on d, M, L, k and « only, and this would contradict (2.45) if d is small enough.

Hence, assuming d < d;, by the connectedness of 4/, 7/ can be represented
as the graph of a function that is

n=¢&), ao<§ < bo, (2.46)

where ag and by are such that |ag| < Csd and |by — m| < Csd.
Since the angle between the tangent vectors to 4’ and the line & = 0 is
greater than 7/8, then we easily deduce that ¢ is a C* function and

[¢llgre < Ce, (2.47)

where Cg depends on §, M, L, k and « only.
Let us consider the following parametrizations

v ig z glt for every t € [0, 1]; (2.48)
. &(t) = ao +t(bo — ao) for every t € [0, 1]. (2.49)

T n(t) = ¢(ao + t(bo — ao))

Then there exists a constant C; depending on 0, M, L, k and « only such

that

v = lzoeqo,1) < Crd; Iy = lleragoy < Cr, (2.50)
where v and 4’ here mean the parametrizations described in (2.48) and (2.49)
respectively.

By going back to the usual coordinates and using standard interpolation
inequalities in Holder spaces we obtain the conclusion.

If d > d; then the result can be directly obtained from the regularity as-
sumptions on the two curves. In fact we can find two regular parametrizations
z and 2’ of v and 7' respectively over the interval [0, 1] such that, for a positive
constant Cg depending on 6§, M, L, k and « only we have

7 = lleraoy < Cs < g—fd, (2.51)
and hence the conclusion of the proof follows.

For what concerns the case of closed curves, it is not difficult to prove that
we may find a positive constant ds depending on §, M, L, k and « only, such
that if d < d3 then we may subdivide v and +/ into two open curves (71, 72 and
7, ¥4 respectively) which are C*“ with constants § and M and satisfy

dH(%’a%{) < Cyd foranyi=1,2,

where Cy is a constant depending on §, M, L, k and « only. Therefore the result
follows immediately from the open curves case. O
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Corollary 2.11 Let us fix a positive integer k and a constant a, 0 < a < 1,
and let T =J;" ;v and I' = U;nzl 7} be two finite families of simple open (or
respectively closed) curves. We assume that both families are C*% with constants
0, M. Furthermore we assume that the diameters of T' and T are bounded by a
constant L.

There exist constants dy > 0, 09 > 0 and My > 0 depending on §, M, L,
k and a only such that if d = dg(T,T') < dy then T and T are RLG with
constants dg, My.

Proof. Recalling (2.37), we have that both families verify
dist(vi,7y,;) > 01 for every i # j, (2.52)

with a constant 4; > 0 depending on d, M, L, k and « only.

Therefore there exists dy > 0 depending on §, M, L, k and « only such that
if d=dg(T,T") < d; then both T and I have n connected components, which
ordered in a suitable way verify

du(vi,7) <d foranyi=1,...,n. (2.53)

By (2.52) and (2.53), we may restrict ourselves, without loss of generality,
to the case of two families each constituted by a single curve, say v and 7.

Then the conclusion follows almost immediately from Lemma 2.10. In fact,
for any &, 0 < & < «a, we may find positive constants dz, 61 and M; depending
ond, M, L, k, a and & only such that if dg (v,7") < da, then for every z € yU~/,
v N Bs,(2) and 4/ N Bs, (2) are C*% graphs with constant M; with respect to
the same coordinate system. So the result easily follows. ([

Lemma 2.12 LetI' =J!_, v and I’ = U;nzl 7; be two finite families of simple
open (or respectively closed) curves which are RLG with constants 6, M. Let D
be a simply connected domain of diameter L such that T' and T are contained
in Ds (Ds as in (2.1)) and let G be the connected component of D\(T'UT) such
that 0D C 0G.

Then there exist constants dy >0, 6, 0 < 0 < m, and p > 0 depending on ¢,
M, L only such that if d = dg(T',T") < dy then for any z € (L UT") N OG we
can find an open angular sector S of radius p, amplitude 8 and vertezx in z such

that SN(TUT") =0 and S C G.

Proof. As in the proof of Corollary 2.11, we may assume, without loss of gener-
ality, taking d small enough, that both families are composed by a single curve,
~ and 7’ respectively, and that v and +' are RLG with constants §, M.

Given a point z € =, since v is Lipschitz with constants §, M, there exist
two open angular sectors, S; and Ss, of radius 9§, amplitude 6, 0 < 0 < 7, 6
depending only on M, and vertex z such that S; and S5 are opposite one to
each other and S; N~ = () for every ¢« = 1,2. Then we readily observe that by
the RLG property at most one of these two sectors S; and Sy contains points
belonging to 7. This property holds in both the open and closed curves cases.

It remains to show that if 2 € G then either S; or Ss has empty intersection
with +" and is contained in G.

First we shall consider the case of open curves. For any positive r, with
B,.(y) we shall denote the set of points whose distance from -y is less than 7,
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that is B, (v) = U, ¢, Br(z). With B,[7] we shall denote the closure of B, (7). If
dm(v,v") = d, we have that ' is contained in Bg4[y]. There exists a constant dj,
0 < dy < §/4, depending on §, M and L only, such that for any d, 0 < d < dy,
we may find a simply connected domain U verifying By[y] C U C Baq(7). Then
we assume that 0 < d < d; and we have that v/ C U and, therefore, D\U is
contained in G. Hence, if d < dy, for every i = 1,2 we have S;NG # (). We know
that at least one of the angular sectors, let us say Sy, verifies S1 N (yU~') = 0,
then being S7 and G connected we infer that S; C G.

The same construction may be repeated for any z € 4’ and the result hence
follows in the case of open curves. We observe that our construction implies that
if d is small enough then any point belonging to v U~ belongs to 9G.

Let us proceed to the case of closed curves. We call o and ¢’ the domains
bounded by v and 7’ respectively. With the same technique, we may find a
constant dy, 0 < d; < ¢/4, depending on d§, M and L only, such that for
any d, 0 < d < d;, we may construct a doubly connected domain U verifying
Byly] € U C Bag(7y). Then, assuming 0 < d < dy, we deduce that v C U.
However, in this case, D\U has two connected components, one contained in G
and the other contained in ¢ (and also in ¢’).

We remark that this fact allows us to show also that if v and ' are two
closed curves contained in a domain with diameter L which are Lipschitz with
constants §, M and o and ¢’ are the domains bounded by v and +' respectively,
then there exists a constant C' depending on §, M and L only such that

dp(o,0') < Cdu(y,7'). (2.54)

In fact if 0 < d < dy, the previous construction implies that (2.54) holds with
C =2.1f d > dy, it is enough to observe that we always have dg(o,0’) < L.
Then we take 0 < d < dy, we fix z € yN JG and we consider the angular
sectors S1 and Sy as before. We have that, up to rearranging their order, S1NG #
) and SoNo #G. If Sy N (yU4') =0, then S; C G and the existence of the
desired angular sector is proven. On the other hand, if, by contradiction, we
suppose that S; N+’ is not empty, the RLG property, with the use of (2.54),
implies that z € ¢’ and this contradicts the fact that z € 0G. O

Corollary 2.13 Let I' = U, v and I" = UL, 7] be two finite families of
simple open (or respectively closed) curves. Let the two families be C** with
constants 6, M, with k > 1 and 0 < o < 1. Let D be a simply connected domain
of diameter L such that T' and TV are contained in Ds (Ds as in (2.1)) and let
G be the connected component of D\(I' UT") such that D C 0G.

Then there exist constants dyg >0, 0, 0 < 8 < m, and p > 0 depending on 9,
M, L, k and « only such that if d = dg (T, T) < dy then for any z € (TUT")NOG
we can find an open angular sector S of radius p, amplitude 6 and verter in z

such that SN(CUT) =0 and S C G.

Proof. Immediate consequence of Corollary 2.11 and Lemma 2.12. (]

Example 2.14 With this example we wish to show that the result outlined in
Lemma 2.12 for RLG and in Corollary 2.13 for C*® families of curves does not
hold for Lipschitz ones.

We shall consider the following curves (Figure 2.1).
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For any €, 0 < ¢ < 1/2, let 7. be the curve obtained by joining the three
curves

751:{(t,0):—1§t§62},’y€2:{(62,t)IOStSE},W?Z{(t,&‘)I&BStS 1},
and . be the one obtained by joining
vE={(t,e): 1<t <0}, V2 ={(0,t):0<t<e}, ¥ ={(t,0): 0 <t <1}

We have the following properties. For any € > 0, both v, and 7. are simple
open Lipschitz curves with given constants not depending on £ and we have that
dr(ve,72) <e.

Let us take V' = (0,e/2). We have that V' € 4. for any . Let 3(g) be the
largest amplitude of a sector S having fixed radius p > 0 and vertex in V' such
that SN (e U4L) = 0. Then we have that 8(s) — 0 as e — 0.

Notice also that it is very easy to modify this example to take into consid-
eration also the case of closed curves.

A Ye
e — =

Figure 2.1: curves -, and 7..






Chapter 3

Uniqueness results

In this chapter we collect some uniqueness results for the determination of mul-
tiple defects.

Throughout this chapter 2 will be a simply connected bounded domain
whose boundary 02 is Lipschitz, that is 02 is locally the graph of a Lipschitz
function.

The background conductivity in  will be denoted by A, where A = A(z),
z € ), is a conductivity tensor satisfying (2.2) for given A\, A > 0.

3.1 Multiple defect determination

We want to determine a multiple defect 3 constituted by a collection, possibly
empty, of finitely many pairwise disjoint defects. We allow that in this collec-
tion both interior and boundary defects could be present at the same time. So
Y=01U---UoyUadiU---Uadn, where N, M are not negative integers, o;,
t=1,...,N, is a boundary defect and 6;, j = 1,..., M, is an interior defect.
We make the following assumptions. For any boundary defect o;, i = 1,..., N,
the contact set with 0€ is constituted by a single point, called the surface tip of
the boundary defect o; and denoted by z;. We also assume that o; approaches
0f) nontangentially. More precisely, we mean the following. Since 92 is Lips-
chitz there exists an open angular sector of vertex z;, amplitude 6 and radius
0 contained in €. Let us call [ its bisecting line. Then we suppose that there
exists 0 < 61 < 60 such that (0;\{z;}) N Bs(z;) is contained in the angular sector
with vertex in z;, radius J, amplitude 6; and [ as bisecting line. We remark that
here the constants §, 6 and 6, are not a priori given. In fact they may depend
on the multiple defect X, on the boundary defect o; and on the defect tip z;.
Under this assumption for any ¢ € W2(Q\X) we can define the trace of ¢ on
0 and there exists a constant C, possibly depending on X, such that

H‘PHL%@Q) S C”@”WL%Q\Z) for every ¢ S W1’2(Q\E).
We fix three simple arcs in 02, Y9, v1, 2, which are pairwise internally
disjoint.
For every m = 0, 1,2 let 1, be a non negative function in L?(9Q) such that

Supp(1m) C ym and [oq, mm = 1.

29
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The prescribed current fluxes on the boundary, ¥; and w,, are defined in
the following way
Y1 =1m0—1m, WY2="1n0—"12. (3.1)
We have that 1, and s belong to L?(9€)) and fBQ Y = 0 for every m =1, 2.
We define the antiderivatives along 02 of 11, 95 as

U, (s) = /1/)m(s)ds, m=1,2. (3.2)

Here the indefinite integral is taken with respect to arclength on 02 in the
counterclockwise direction. The functions ¥y, ¥, are defined up to an additive
constant.

For every m = 1,2, let u,,, € W1H2(Q\X) be the weak solution to the following
Neumann type boundary value problem

div(AVu,,) =0 in Q\X,
AV, -v=20 on do;, i =1,..., N,
AV, -v=20 ondsj,j=1,...,M,
AV Uy, -V = Yy, on 0L,

(3.3)

where v denotes the outer unit normal. If a defect o (or respectively &) reduces
locally to a simple curve, then by do (05) we mean either side of o (7).
The weak formulation is to find u,, € W2(Q\X) satisfying

AV, - Vo = Ymep  for every p € WH2(Q\X). (3.3,)
o\% o9

It is easy to show that the weak solution to (3.3) exists and it is unique up to
an additive constant.
We state the following uniqueness result.

Theorem 3.1 Let Q) be a simply connected bounded Lipschitz domain and let
A be a conductivity tensor in ) satisfying (2.2).

Let ¥ and X' be two multiple defects satisfying the previous assumptions.
For every m = 1,2 let u,, be the solution to (3.3) and ul, the solution to (3.3)
where X is replaced by X'.

Let Ty be a nontrivial simple arc contained in 0S2.

If

Um|ry = Ul |ry for every m = 1,2 (3.4)

then ¥ = Y.

Remark 3.2 We recall, as it has already been observed in [27], that there are
kinds of defects, for instance cracks, for which we can not have a uniqueness re-
sult with a single measurement. The conditions under which we have uniqueness
by a single measurement will be described in the sequel during the treatment of
the determination of a boundary defect or of a multiple material loss.

Consider, in fact, the following example, which is a simple and particular
case of the one described in [27]. Let Q@ = B1(0) = {|z| < 1}. The function
u(x,y) = x clearly satisfies

Au=0 in Q,
Vu-v =1 on 0f,
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where 1/}(ei0) = COS(@),
We have also that, picking o as any segment of any horizontal line {(x,y) :
y = const.}, u satisfies

Vu-v =0 on either side of o.

So by one single measurement there is no possibility to recover a crack, either
interior of surface-breaking, which is possibly present in Bj(0).

We shall prove Theorem 3.1 adapting the proof of Theorem 1.1 in [8] which
deals with interior defects only.
If a, b are any two real numbers such that a? + b? = 1 we define

u=auy +buz, u' = au)+ bu,

b= ay + by, U= aWy + by, (3.5)
We have that v is a weak solution to
div(AVu) =0 in O\,
AVu-v=20 ondo;,i=1,...,N, (3.6)

AVu-v=20 on 0, j=1,...,M,
AVu-v=1  on 9.

and v is the solution of the same boundary value problem when X is replaced
by .

Proposition 3.3 If u is a solution to (3.6), there exists a global and single
valued stream function v associated to u in Q\X. Furthermore, v satisfies in the
weak sense the following Dirichlet type boundary value problem

div(BVv) =0 in Q\X,

V= onaogi,1=1,...,N,
v=d, ondj,j=1,...,M, (3.7)
v=y on 012,

fﬁ BVv-v =0 for any smooth Jordan curve  C Q\X,

where B = (det A)~YAT. We remark that the constants ¢; and d; are unknown.

The weak formulation of (3.7) is the following. We want to find v € WH2(Q)
such that v is constant in the trace sense on any defect o; and 6}, its trace on
02 equals ¥ and satisfies

BVv-Vo=0 foranypeW,*Q): ¢ = const. on any defect. (3.7,)
o\

We shall show that (3.7) admits a solution. This solution is clearly unique
up to additive constants.
Proof. Let us consider the following approximation procedure. We shall approx-
imate the domain Q\X by a sequence of smooth domains whose union is Q\X.
Moreover we approximate the background conductivity and the Neumann data
by smooth ones. Hence we shall obtain a sequence of boundary value problems
with smooth data whose solutions converge to u, the solution to (3.6).



32 CHAPTER 3. UNIQUENESS RESULTS

The existence of the stream function is straightforward in the case of smooth
data and, by passing to the limit, we obtain also the existence of the stream
function v associated to u. Besides, this approximation technique will be useful
for the study of geometric critical points of v and v. In fact, by the continu-
ity property of the geometric critical points, it will be enough to evaluate the
number of critical points in the regular case.

Let ¢y, € C*°(99) be such that [, ¥ = 0, supp(¢x) C (OQ\ Ufil B i(2i)),
and 1, — v in L?(0Q) as k — oo. Let ¥), = [ ¢y, (s)ds. Then ¥;, — ¥ uniformly
on 9 and also in W1/22(9Q).

Let uy be the weak solution to (3.6) with the current flux 1 replaced by
. Then wuy is uniformly bounded in WH2(Q\X) and we can prove that wuy
converges to u in WH2(Q\X).

We fix k € N. Let 77" be a decreasing family of interior defects whose bound-
ary is smooth (at least Lipschitz), such that 6; C 6} C By/n(6;). We remark
that for any 7 > 0 and any set C' C R? we denote B,.(C) = |, ¢ B (2)-

Let o be a decreasing family of boundary defects whose boundary is smooth
(at least Lipschitz), such that o; C 0} C By, (03) and of NOQ C By /i (2:).

Let us call X" = o] U---Uoj UdT U- - -Uajy; the construction of o7 and 67
can be done in such a way that o;' and ¢} are pairwise disjoint and 2" = Q\X™
has a Lipschitz boundary.

So Q™ is a sequence of smooth open sets whose union is Q\X.

Let (02™)p be the exterior connected component of 9Q™. (9Q™) is composed
by arcs of 0 and by the parts of the boundaries of ¢}* which are contained in 2.
We define 97 as a function on (02")g coinciding with ¢, on 0Q and extended
to zero outside.

Let U} be as usual the antiderivative of ¥} along (9Q™)o. We have that U}
coincides with ¥y, on 902N (9Q™) and it is constant on any connected component
of (992)p\0N2.

Let u} € W12(Q™) be the weak solution to

div(AVup) =0 in Q"
AVUp-v=0 ond&, j=1,...,M, (3.8)
AVu} v =17 on (99Q")o.

That is, we understand that u} satisfies

/ AVuy -V = / Yo for every o € WhH2(Q™). (3.8w)
Qn O9Qm™)o

Since the norm of uf in W?(Q") is bounded by a uniform constant not
depending on n, we have that u} converges weakly in WL2(Q\2). By Cacciop-

loc
poli’s inequality we can prove that the convergence is indeed in the strong sense

in Wy,2 (2\).

We fix also n € N. Let A; be a sequence of smooth conductivity tensors
satisfying (2.2) with constants A/2 and 2A, such that 4; — A in LP, as | — oo,
for any p < oco.

Let uy, be the weak solution to (3.8) when A is replaced by A;. By the
uniform ellipticity bound on A, we have that uy , converges, as | — oo, to uj
in Wh2(Qn).
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In the smooth case, that is for uy; it is known (see for instance [8] and [18])
that there exists a global stream function vy, € Wh2(Qm) associated to uy; and
that, if B; = (det 4;)"'AT, vy, solves in a weak sense

div(B/Vuvg,;) =0 in Q7

vy = const. onds}, j=1,...,M,

vp, = Yy on (02)o,

fﬁ BVup,-v =0 for every smooth Jordan curve g C Q™.

(3.9)

We mean that the trace of vj; on (9Q")o is equal to ¥} and vy, is constant on
95} and for any ¢ € W?(Q") whose trace on (9Q")o is zero and whose trace
on any 957 is a constant we have

BN, - Ve =0.
Qn

By known results in regularity theory v}, is continuous on Q" and placing
Vi1 = U losr inside each 67 and vy, = vgl[agl_n inside each ¢}, we can extend
vy, to a continuous W12(Q) function, which we still denote by vy 1, such that
vy, is constant on any o' and any ¢ and the trace of vy, on 0 is V.

First of all let [ — oo. By the stream function formula, by the convergence
of u}, and by the uniform bounds on 4;, v}, converges strongly in W12() to
a function vy which is constant on any o} and any o7 in the weak sense, whose
trace on 0f) is ¥, and which satisfies

/ BVv; -V =0

for any ¢ € WH2(Q") whose trace on (9Q") is zero and whose trace on any
067 is a constant.

Hence v} solves (3.9) where A; is replaced by A. Moreover v} is the stream
function associated to uj..

Now let n — co. We obtain that v} converges to v weakly in W2?(Q) and
strongly in W,22(Q\X) and vy, is the stream function associated to uy. As before
we infer that vy is constant on any o; and any &; in the weak sense and the
trace of v on 9N is Uy.

So each vy, satisfies the following Dirichlet type boundary value problem

div(BVvg) =0 in Q\X,

v, = cF ondo;,i=1,...,N,
v = df on 96;,j=1,..., M, (3.10)
vk:\I/k on 89,

J3 BV v =0 for every smooth Jordan curve § C Q\X.

The precise formulation of this problem is to find a function v; whose trace
on 0f) is Wy, is constant in a weak sense on any o; and any &; and satisfies

/BVvk'V<p:0
Q

for any ¢ € WO1 2((2) which is constant on any defect.
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Let k£ — oo. By the same property on u; we obtain that vy converges strongly
in Wh2(Q) to a function which will be called v. The function v is the stream
function associated to u and satisfies in the weak sense (3.7). (]

Proposition 3.4 Let u be a solution to (3.6) and let v be its stream function.
We have that neither w nor v have geometric critical points inside Q\X.

Proof. By the continuity property of the index of geometric critical points and
the approximation procedure used in the proof of Proposition 3.3 it is enough to
prove the proposition in the smooth case. Then the conclusion can be obtained
as in the proof of Proposition 3.2 in [8]. O

Proof of Theorem 3.1. We can find an arc I'y, contained in I'g, which lies at
a positive distance from any z;, ¢ =1,...,N, and any 2/, [ =1,...,N’, z; and
z] being the defect tips of the boundary defects of ¥ and ¥’ respectively. Let
G be the connected component of Q\(X U ¥’) such that I'; C dG. On this set
G, by the unique continuation property, we have that u; = v} and ug = u}. By
choosing in an appropriate way the additive constants for the stream functions
we obtain that also v1 = v{ and vy = v} on G. We remember that, by known
facts in regularity theory, v,, and v/, are continuous on €. So by continuity
U = 0!, on G for every m = 1,2.

We show that G N (X'\X) = 0. Let us assume by contradiction that there
exists a point belonging to 0GN(X’\X). Then we may find a continuum ~ in £\ 2
contained in G N Q. On this v, v, = v}, = const. for every m = 1,2. We may
suppose that this constant is zero for both m = 1, 2. Let P be a fixed point in 7,
let D be a disc centred at P with sufficiently small radius such that D C Q\X and
let P, be a sequence of points converging to P, different from P and contained
in DN~y. We may assume that u,,(P) = 0 for m = 1, 2. For any n we may find a,
and by, a2 +b2 = 1, such that g,, = an(u1 +iv1) + by (ug +ivy) vanishes at P and
P,. We may assume a,, — ag and b, — bg. Let go = ag(uy +ivy) + bo(uz + iva).

We have I(P, g,) > 1 and I(P,, g,) > 1 and by the continuity property of
the number of critical points we deduce I(P,go) > 2 and hence P is a critical
point for the real part of gg and this fact contradicts Proposition 3.4.

Hence OG is contained in 92 U X. So, since G is a connected set contained
in Q\X whose boundary is contained in 9Q U X, we have G = Q\X.

By replacing ¥ with ¥/ we have G = Q\X', hence ¥ = 3. O

3.2 Boundary defect determination

Let © be a simply connected bounded Lipschitz domain and let A be a conduc-
tivity tensor in Q verifying (2.2)

Let us decompose 0f2 into two internally disjoint simple arcs I'y and I's.
We assume that o is either empty or a boundary defect such that 9Q N o is
contained in I'y. Remark that in particular this implies also that Q\o is simply
connected. We also assume that I'; is contained in the boundary of a Lipschitz
simply connected domain contained in Q\o.

Remark 3.5 We wish to remark that even if ¢ is a continuum, o N €2 can be
disconnnected. In fact in the definition of a boundary defect we do not impose
that the surface points of ¢ should be adherent to cN¢2. Hence if o is a boundary
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defect, 0 N2 may have more than one connected component, actually the family
of connected components of ¢ N 2 may be even not finite. However, since o is
a continuum, any two points in ¢ N N JN are connected through a subarc of
0f) which is contained in o.

Therefore, in the boundary defect determination problem, we could suppose
without loss of generality that ¢ N 92 = I's. In fact our aim is to determine
the domain Q\o and in particular the unknown part of its boundary which is

I = 9(Q\0)\I;.

We prescribe the current density on the boundary as a nontrivial function
¢ € L*(99) such that supp(¢)) C Ty and [y, ¢ = 0.

As usual we denote by ¥ the antiderivative along 92 of ¥. We remark that
¥ is constant on I's and we prescribe that the value attained by ¥ on I's is the
maximum value of ¥ on 91, that is

c=V¥p, :né%x\ll. (3.11)

By our previous remark, we set ¥ = c UT's and I' = 9(Q\X)\I';. Let u €
W12(Q\X) be the weak solution to the following Neumann boundary value
problem

div(AVu) =0 in O\,
AVu-v=0 onT, (3.12)
AVu-v=1 onlj.

That is, we understand that u satisfies
/ AVu -V = Yo for every o € WH2(Q\X). (3.12,,)
O\ Iy

It is clear that the weak solution to this problem exists and it is unique up to
an additive constant.

Theorem 3.6 Under the previously stated assumptions, let ¥ and X' be two
boundary defects defined as before. Let u be the solution to (3.12) and let u’ be
the solution to the same problem where X is replaced by ¥'.

If we have that uw = v’ in the weak sense on Iy, Ty being a simple arc of
positive surface measure contained in 'y, then ¥ = Y.

Proof. Let u be the solution to (3.12). Since Q\X is simply connected there
exists v, the stream function associated to w in Q\X. By an approximation
procedure like the one we have already described, we can prove that v satisfies
in the weak sense the following Dirichlet boundary value problem

div(BVv) =0 in O\,
v = const. on I (3.13)
v=y on I';.

That is, we understand that v € W12(Q) is such that v = constant on ¥, v = ¥
on I'7 in the trace sense and satisfies

/ BVv-Vo =0 forany e W, ?(Q): ¢ = const. on X. (3.134)
Q
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We recall that B = (det A)~1AT.

Let G be the connected component of Q\(X UX’) such that I'y C 9G.

On G we have u = v/ and v = v'. So, by continuity of v and v’, we infer
that v = v’ on G. If we set ¢ = VU|p,, then we have that v and v are equal
to the constant ¢ on I's and also v|s = v'|sy = ¢. Moreover we readily observe
that v(z) =v'(2) = ¢ for any z € IGN Q. Then, by the maximum principle, we
deduce that v = v’ on the whole Q.

Let us assume that there exists a point belonging to X'\X contained in Q.
Then we may find a continuum v C  in ¥’\3. On this v, v and v’ are both
identically equal to the constant ¢ = ¥|p,. Then by (3.11) ¢ is indeed the
maximum of both v and v’ on Q. So the maximum of v would be attained in
the interior of Q\Y and hence by the maximum principle v should be constant
and this is a contradiction since v is nontrivial.

Hence (X'\X)NE is empty. By the same argument we have that also (X\X')N
Q) is empty, and so the conclusion follows. O

3.3 Multiple material loss determination

As before, let 2 be a simply connected bounded Lipschitz domain and let A be
a conductivity tensor in € satisfying (2.2).

We decompose 02 into two internally disjoint simple arcs I'y and T's. We
assume that ¥ is either empty or is the union of a collection of pairwise disjoint
material losses constituted by a finite family of cavities and by a family of
boundary material losses whose contact set is contained in I's. We also suppose
that T'y is contained in the boundary of a Lipschitz simply connected domain
contained in Q\X. We shall call such a ¥ a multiple material loss.

We remark that Q\X is connected and, by the same reasoning of Remark 3.5,
the family of boundary material losses belonging to a multiple material loss may
be not finite. Also we may characterize a multiple material loss in the following
way. We have that ¥ = o U&7 U...Udy, where M is a non negative integer,
G, 3 =1,...,M, is a cavity and o is a boundary defect whose contact set is

contained in I'y such that (3)\89 is equal to o\Jf.

Let us observe that we may assume I'y = 9Q and I's = (). In this case X is
the union of a finite number of pairwise disjoint cavities and we shall speak of
a multiple cavity.

We prescribe the current density on the boundary as a nontrivial function
¢ € L*(99) such that supp(y) C T'; and [, ¥ = 0. No other assumption will
be made, in particular, with respect to the boundary defect determination, we
drop the assumption (3.11).

As before, we may assume without loss of generality that cN9Q2 = I's and we
set I' = 9(Q\o)\I'1. Let u € WH2(Q\X) be the weak solution to the following
Neumann boundary value problem

div(AVu) =0 in O\,

AVu-v=20 on I

AVu-v=20 ond6;, j=1,...,M,
AVu-v=1 onlj.

(3.14)
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That is, we understand that u satisfies
/ AVu -V = Y for every o € WH2(Q\X). (3.14,)
(93} Ty

It is clear that the weak solution to this problem exists and it is unique up to
an additive constant.

Theorem 3.7 Under the previously stated assumptions, let ¥ and X' be two
multiple material losses. Let u be the solution to (3.14) and let v’ be the solution
to the same problem where ¥ is replaced by X'.

Fized a nontrivial simple arc Ty C T'1, if u = u' on Ty in the weak sense,
then Q\X = Q\X'.

Proof. Let u be the solution to (3.14). By a procedure similar to the one used to
prove Proposition 3.3, we immediately infer the existence of the stream function
v associated to u in Q\X. We have that, setting B = (det A) "t AT v satisfies in
the weak sense the following Dirichlet boundary value problem

div(BVv) =0 in Q\X,

v = const. on I,

U:dj on(?&j,jzl,...,M,
v=Vy on I'y,

(3.15)

where the constants d; are unknown and the constant value of v on I' is ¥|p,.
The weak formulation of (3.15) is the following. We want to find v € W2(Q)
such that v is constant (in a weak sense) on ¢ and on any 6;, v =¥ on I'y in
the trace sense and satisfies

/ BVv Ve =0 (3.15,)
Q

for any ¢ € Wol’2 () such that ¢ is constant on ¢ and on any &;.

Let G be the connected component of Q\(X U X’) such that I'y C 0G.

On G we have u = ¢/ and v = v'. So, by continuity of v and v’, we infer
that v = v’ on G. By the maximum principle, see [8, Proposition 3.1] and the
procedure used in the proof of Theorem 3.6, we obtain that v and v’ are equal
on €.

Let us assume that there exists a point in ¥’\X. Then, since ¥’ is a multiple
material loss, there exists an open set contained in ¥'\X. On this open set
v = const., hence by unique continuation v is constant everywhere and this
contradicts the fact that v is nontrivial. ([
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Chapter 4

Stability results for the
determination of a multiple
interior crack

In this chapter we consider the stability issue for the determination of a multiple
interior crack. Before stating the results of this chapter let us illustrate the main
assumptions on the data of the problem and the a priori conditions on the
unknown multiple cracks under which we shall prove our stability estimates.

Assumptions on the domain

Let © be a bounded, simply connected domain in R? and let its boundary 9 be
a simple, closed curve which is Lipschitz with constants § > 0, M. Furthermore
we assume that the diameter of 2 is bounded by a constant L.

From these assumptions we may deduce the following properties of 2. We may
find a constant L; depending on §, M and L only such that

0 < 0 < length(09) < L.
By (2.36), we immediately infer that
lengthyq, (20, 21) < Mi|zo — 21| (4.1)

for any zg, z1 belonging to 92 where M; depends on §, M and L only.
Moreover there exist constants Lo and d > 0, Ly depending on L only and
02 depending on §, M only, such that

02 < Q| < Lo.

Assumptions on the background conductivity

Given A, A > 0, let A = A(z), z € Q, be a conductivity tensor with bounded
measurable entries verifying (2.2).

41
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Assumptions on the boundary data

Let 79, 71, 72 be three fixed simple arcs in 052, pairwise internally disjoint.
Given H > 0, let us fix three functions 7o, 71, 72 € L?*(09Q) such that for
every 1 =0,1,2
;i = 0 on 0% supp(n;) C i
Joami =1 1mill 200y < H.
Then we prescribe the current densities on the boundary 1, 12 to be given
by

(4.2)

Y1 =10 —"m, Y2="10 =12 (4.3)
We have
Joa i =0 for every i = 1,2;

HU%HH(BQ) <2H foreveryi=1,2. (4.4)

We shall consider also the antiderivatives along OS2 of 11, ¥9

U,(s) = /wi(s)ds, i=1,2, (4.5)

where the indefinite integral is taken, as usual, with respect to arclength on 92
in the counterclockwise direction. The functions ¥y, ¥5 are defined up to an
additive constant.

We remark that from the assumptions on Q, through (4.1), we have that,
for every i = 1,2, ¥; verifies the following Holder continuity property

[Wi(20) — Wi(21)| < 2H (lengthog (20, 21))"/? < Hilzg — 21| '/? (4.6)
for any 2o, z1 belonging to the boundary of €2, where H; = 2HM11/2, M; as in
(4.1).

Assumptions on the measurements

Let 'y C 992 be a subarc whose length is greater than §.

A priori information on the multiple interior crack

We assume that an admissible multiple interior crack ¥ C € is the union of
finitely many, pairwise disjoint (not empty) interior cracks o;, j =1,...,n, n >
1. Concerning the regularity of the cracks o;, we shall pose various alternative
assumptions in the statement of Theorem 4.1.

Moreover we shall assume

dist(z,00) > ¢ for any z € X. (4.7)

For any i = 1,2, let u; € W2(Q\X) be the weak solution to the following
Neumann type boundary value problem

div(AVu,;) =0 in Q\X,
AVu;-v=0 on either side of 5, j =1,...,n, (4.8)
AVu;-v=1; on 99,
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where v denotes the unit normal, with the outward orientation when on 0.
That is, we understand that u; satisfies

AVu; -V = Wi for every ¢ € Wl’Q(Q\E). (4.84)
a\x a0

If ¥ = |J;", 07, m > 1, is another multiple interior crack satisfying the a
priori information, we denote by u; the solutions to (4.8) when 3 is replaced
with Y.

The set of constants §, M, L, A\, A and H will be referred to as the a priori
data.

We are now in position to state the main theorem of this chapter.

Theorem 4.1 Under the previously stated assumptions, let € > 0 be such that

max llwi — will oo ry) < e, (4.9)
then we have the following results.

(I) If the two multiple interior cracks are Lipschitz families of simple open
curves with constants §, M, then

dr (5, %) < w(e), (4.10)
where w : (0, +00) — (0, +00) satisfies
w(e) < K(log|loge|)™®  for everye, 0 < e < 1/e (4.11)

and K, B >0 depend on the a priori data only.

Furthermore there exists a constant g > 0, depending on the a priori data
only, so that if € < &g then the number of connected components of ¥ and Y/ is
the same, for instance equal to n, and, up to rearranging their order, we have

dp(oj,05) <w(e) foreveryj=1,...,n, (4.12)

w as in (4.11).

(IT) If the two families of simple open curves constituting . and Y/ respectively
are RLG with constants §, M, then (4.10) holds where in this case w : (0, +00) —
(0, +00) satisfies

w(e) < Kq|loge| P for everye, 0 <e < 1/e (4.13)

and K1, B1 > 0 depend on the a priori data only.

Also in this case, if € < €9, €9 > 0 depending on the a priori data only,
Y and X' have the same number n of connected components, and, again after
rearranging their order, (4.12) holds with w as in (4.13).

(III) If, for some k = 1,2,... and some o, 0 < a < 1, the families 0;, j =
1,...,n, and o], I = 1,...,m, are C** with constants §, M then ¥ and ¥/
verify (4.10) where w is as above in (4.13) with K1, 81 > 0 depending on the a
priori data and on k and o only.
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As before, we may find £g > 0 depending on the a priori data, on k and on
a only, such that if € < &g both ¥ and ¥’ have n connected components, which
ordered in a suitable way verify (4.12) with w as in (4.13), K1, f1 > 0 depending
on the a priori data and on k and o only. Moreover, for any j = 1,...,n, there
exist reqular parametrizations z; = z;(t) and z; = z;(t), 0 <t <1, of 0 and

a’; respectively such that for every &, 0 < a < a,

|25 — Z;Hckw&[o,l] < KQW(E)(OH(S‘)/(]HO‘), (4.14)

where w still verifies (4.13) and Ko depends on the a priori data, on k, on «
and on & only.

The proof of the theorem will be obtained through several steps. We remark
that if ¥ and 3’ satisfy the assumptions of either Part (II) or Part (III) of Theo-
rem 4.1, then they clearly verify also the assumptions of Part (I) of Theorem 4.1.
Therefore, for the time being, we assume that the assumptions of Part (I) of
Theorem 4.1 hold.

We recall that, by our a priori assumptions and by the regularity assump-
tions stated in Part (I) of Theorem 4.1, ¥ and ¥’ verify (2.35)-(2.38) with
constants depending on §, M and L only.

Let us define the following linear combinations of the solutions. Let a, b be
any two real numbers, to be chosen later, such that a4+ b% = 1 and let us define

u=aui + bus, Y =ap1+bpy, V¥ =a¥;+bUs. (415)

Then u solves
div(AVu) =0 in O\,
AVu-v=20 on either side of 05, j =1,...,n, (4.16)
AVu-v =1  on 08,

and, by Proposition 3.3, we know that there exists a global single valued stream
function v associated to u in Q\3, v satisfying

div(BVv) =0 in Q\X,

v = ¢j onoj,j=1,...,n,

v=U on 0,

fﬁ BVv-v =0 for any smooth Jordan curve § C Q\X.

(4.17)

Here B = (det A)"1 AT, ¢; are unknown constants and V¥ is the antiderivative
of 1. When X is replaced by ¥/, we define u’, v/ in the same fashion.

Moreover by (4.2), (4.3) one easily obtains that there exist points P,Q € 99
such that W is monotone on the two simple curves forming 9Q\{P, Q}. Finally
note that

oscoq¥ = |U(P) — ¥ (Q)| > 1/v2. (4.18)
In order to distinguish the one sided limits as a point z, z € Q\ X, approaches
one of the cracks o, j = 1,...,n, it is convenient to figure out each o; as a

degenerate closed curve. More precisely we set the following definition.

Definition 4.2 Let &; be the abstract simple closed curve obtained from two
copies of o; and glueing two by two the corresponding endpoints. We denote by
Q the compact manifold obtained by the appropriate glueing of Q\X with each
i, j=1,...,n,and by d the geodesic distance on Q.
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Proposition 4.3 Under the assumptions of Part (I) of Theorem 4.1, let u be
a weak solution to (4.16) and v be its stream function, solution to (4.17). If
f =u+1iv, then the following representation holds

f=Fox, (4.19)

where x : Q\X — D is a quasiconformal mapping satisfying

Ix(z) = x()| < Ci(d(z,y)**  for any v,y € Q\X (4.20)

and
X 'x) = x ' ()| < Cilw —y|**  for any x,y € D, (4.21)

D = Bi(0)\Uj—, B[] is a circular domain such that its exterior boundary
is 0B1(0) and is the image through x of 0Q and the minimal radius and the
separation distance of its multiple cavity are greater than 1 > 0 and F = U +iV
is a holomorphic function on D. Here C; > 0, a1, 0 < ay < 1, and 61 > 0
depend on the a priori data only.

In order to prove Proposition 4.3, we shall need the change of coordinates
described below.

Lemma 4.4 Let Q) satisfy the assumptions on the domain and let 3 be a finite
collection of simple open curves contained in Q) such that ¥ is a Lipschitz family
with constants §, M and ¥ verify (4.7).

Then there exists a sense-preserving bi-Lipschitz map xo from Q\X onto a
circular domain Do such that 0 € Dy, the exterior boundary of Dy is OB1(0)
and is the image through xo of Q. Furthermore the Wh>-norms of xo and its
inverse are dominated by constants depending on the a priori data only and the
manimal radius and the separation distance of the multiple cavity of the circular
domain Dy are bounded from below by a positive constant g depending on the
a priori data only.

Remark 4.5 Dealing with the case of a single crack, it may be convenient,
as in Lemma 3.9 in [12], to map through a bi-Lipschitz map the domain Q\X
onto the annulus Bz(0)\B1[0], even if this violates the condition that the origin
belongs to the circular domain.

Here and in the sequel we say that y is bi-Lipschitz if it is a homeomorphism
such that y and its inverse belong to W1,

Proof. (Sketch). First, by locally deforming 0Q and each o; one can con-
struct a bi-Lipschitz map x; from €2 onto a simply connected domain €y with
C* boundary such that 0]1- = xi1(05), j = 1,...,n, is a family of C* simple
open curves. Second, one can find a C'°° diffeomorphism ys from Q; onto the
disc Bi(0) such that each 07 = x2(0}) is a horizontal segment. We may also
construct xo in such a way that each o7 has length d2 > 0, 6> depending on
the a priori data only, and the discs Bags,(z;), where z; is the medium point of
032- respectively, are pairwise disjoint, are contained in By (0) and do not contain
the origin.

Then take Bss,(0) and take the segment v = {y = 0, |z| < d2/2}. Next,

one constructs a bi-Lipschitz map 3 from the upper half disc Bj; (0) = {|z| <
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295 : y > 0} onto the half annulus B;%z [O]\B(;r2 (0) = {02 < |z| <255 : y > 0}
in such a way that y3(y) is the inner half circle {|z] = 1 : y > 0} and x3
is the identity on the rest of the boundary. Finally one can extend x3 as a
mapping from Bas, (0)\y onto Bas, (0)\Bs,[0] by symmetry. By applying the
construction of this function xs to any Bas,(2;), j = 1,...,n, we are able to
construct a function x4, which is actually the identity outside the discs Bas, (2;),
j = 4,...,n, mapping Bi(0)\ U?:l o7 onto a circular domain Dy such that
0 € Dy, the exterior boundary is 0B;(0) and the minimal radius and separation
distance of the multiple cavity of Dy are bounded from below by d2/2.

One can make sure that for each x;, 7 = 1,2, 3,4, the jacobian and its inverse
are uniformly bounded by constants depending on the a priori data only. In
conclusion we pick xo = x4 © X2 © X1- ([

Proof of Proposition 4.3. Let xg and Dy be the bi-Lipschitz map and the
circular domain constructed in Lemma 4.4 and let us call

f(z)=foxg'(2), z€ Do (4.22)

By Lemma 4.4, xo is also a kj-quasiconformal mapping, k1 depending on
the W1°°_norms of yo and its inverse only. Hence the function f = f o Xo Lis
ko-quasiconformal on Dy, ks depending on k and ki only.

Then the proposition follows by the use of Theorem 2.2, Theorem 5.2 in [39,
Chapter 3] and Lemma 2.3. O

Proposition 4.6 Under the assumptions of Part (I) of Theorem 4.1, let u be
the solution to (4.16) and v be its stream function.
Then the function v satisfies the following Hélder estimate

[v(21) — v(22)| < Ca|z1 — 22|*  for every z1, 29 € Q, (4.23)

whereas u satisfies the estimate

[u(z1) — u(z0)| < Ca(d(z1,22))*2  for every z1, 2o € €. (4.24)

Here Cy and ag > 0 depend on the a priori data only.

Remark 4.7 Tt is useful to stress the difference between the estimates (4.23),
(4.24). In fact, since v satisfies a constant Dirichlet data on each o, it is expected
that v is continuous across each ;. This is not the case for u, which may have
different one sided limits on o;. This is the main motivation for the introduction
of the metric d.

Proof. Let x, F and D = B;(z)\ U?Zl B, [z;] be as in Proposition 4.3. Let us
call U and V the real and imaginary part of F respectively. Then V is a weak
solution to

AV =0 in D,

V=g on dB,,(z), j=1,...,n,

V=Vox ! ondB;(0),

fﬁ VV .v =0 for any smooth Jordan curve § C D.

(4.25)

Being the Dirichlet data in (4.25) given as Holder continuous traces of a
W12(Dy) function, by standard results of regularity up to the boundary and by
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the known size properties of our circular domain D, we obtain that V satisfies
a uniform Holder estimate in D, with constants depending on the a priori data
only.

Since U is the conjugate function to —V, by a local use of Privaloft’s Theorem
(see for instance [19, Part II, Chapter 6, Theorem 5, page 279]) we obtain that
also U satisfies a uniform Holder estimate in D, with constants depending on
the a priori data only.

Hence by recalling v = V o x, u = U o ¥, by recalling that v is constant on
each o, j =1,...,n, and by the estimate (4.20), (4.23) and (4.24) follow. O

We now proceed to the study of the behaviour of the geometric critical points
of u and v.

Lemma 4.8 Under the assumptions of Part (1) of Theorem 4.1, let u be a
weak solution to (4.16) and v be its stream function, solution to (4.17). Then
the function f = u+iv is a k-quasiconformal mapping in Q\X, k depending on
A, A only.

Furthermore the functions w and v have no geometric critical points in Q\X
and have exactly two distinct geometric critical points at the boundary of index
loneachaj, j=1,...,n.

Proof. In [8, Proposition 3.2], see also Proposition 3.4, is proven that neither
u nor v have geometric critical points in Q\Y and that they have exactly two
geometric critical points at the boundary of index 1 on each ;. We only prove
that these two geometric critical points are necessarily distinct as points of
c;. This can be obtained by the following contradiction argument. Fixed an
index j € {1...,n}, if we have that P € ; is a geometric critical point at the
boundary for u (and v) of index 2, then, on 6;\{P}, v is constant and hence,
using Proposition 4.3 and Remark 2.4, u is strictly monotone along such a simple
(abstract) curve, thus contradicting its continuity at P.

By Proposition 2.1, we immediately infer that f is a k-quasiconformal func-
tion in Q\X with k& depending on A, A only. Hence it remains to prove that f is
univalent and hence a quasiconformal mapping.

We begin by characterizing the level lines of the functions u and v.

Let us denote mg = mingo ¥, My = maxso ¥ and ¢; = v|gj7 j=1,...,n.
Observe that by the use of the maximum principle in (4.17) one obtains mgy <
cj < My for any j.

For any ¢ € (mo,Mo), t # ¢, the level line {z € Q\X : v(z) = ¢} is
composed by a simple curve 7; joining the two connected components of the
level set {z € 90 : U(z) = t}.

In fact, by the continuity of v, (4.23), we have that the limit points of {z €
O\X : v(z) =t} on 9Q all belong to {z € dQ : U(z) = t}. Let 29 € Q\X be
such that v(zg) = t. We recall that v has no geometric critical points in Q\X.
Therefore by the maximum principle, the connected component v; of {v = t}
containing zg is a simple curve having endpoints on 0f2. Again by the maximum
principle, we obtain that v # ¢ outside of 4 and hence {v =t} = .

Let t € (mg, My) be such that ¢t = ¢; for some j, and let o', 1 = 1,...,m, be
the cracks such that ¢ = v|,:. Then, given one of the two connected components
of {z € 90 : U(z) = t}, we may order the cracks in such a way that the level

line {z € Q\X : v(z) = t} is composed by m + 1 simple curves v}, ..., 3"
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satisfying the following. The curve v} connects the chosen connected component
of {U(z) =t} toc!, the curveq!, [ = 2,...,m, connects the crack o' ! to ¢!, and
the curve 7" ™! connects o™ to the other connected component of {W(z) = t}.

The proof of this second characterization follows, as before, from the conti-
nuity of v, from the absence of geometric critical points of v in 2\ and from
the maximum principle.

Moreover, for any [ = 1,...,m, the limit points of 7/, 7,%“ on o' are given by
the geometric critical points of v on &' and, therefore, by our previous arguments,
are distinct as elements of &'. For the time being, we call these two points P; and
Q; respectively, and we call 551 and %2 the abstract simple curves constituting
F\LPL Q)

Let us prove that f is univalent in Q\X. If ¢ € (mg, My), t # c;, then, by the
absence of geometric critical points and by Remark 2.4, u is strictly monotone
on vye.

If ¢t = ¢; for some j, then using the previous notations we have that u
is strictly monotone on each of the two curves obtained by joining ~/, ”yé“,
I =1...,m,with&"! and 62 respectively. Therefore for any ( = s+it € f(Q\X)
there exists a unique z € Q\X such that v(z) = ¢, u(z) = s. O

Let again u be given by (4.15), that is u is a solution to (4.16) and let u’ be
given accordingly when X is replaced by /. Given v and v/, the stream functions
associated to u and u’ respectively, we choose to normalize v, v’ in such a way
that they have the same Dirichlet data ¥ on 0S2.

Let us denote ® =W +iZ =u—u' +i(v —v') : Q\(Z U Y') — C. We have
that Z is identically zero on 9Q and |W| < V2¢ on T'y. We remember that, by
Proposition 4.6, there exists a constant C's depending on the a priori data only
such that

|®(2)] < C5 for any z € Q\(ZUX). (4.26)

Furthermore, by (4.23), the function Z is Holder continuous on 2 with con-
stants depending on the a priori data only.
The function ® satisfies the following Cauchy type problem

O =pd, +v®, in Q\(ZUY),
|®| < V2¢ on Iy, (4.27)
3P = 0 on 99,

where |u] + |v| <k < 1.

We show that a stability estimate for the Cauchy type problem (4.27), in
particular an estimate of | Z| on Q in terms of ¢, would allow us to conclude the
proof of Theorem 4.1. Before stating the following proposition let us recall that
the Kelvin transform with respect to the ball B = B, (zo) is given by

TB(Z):TS/(Z—Z())—FZ(), z € C.
Proposition 4.9 Let the assumptions of Part (I) of Theorem 4.1 be satisfied
with the exception of (4.9). For anyi = 1,2, let v; and v} be the stream functions

associated to u; and ) respectively. If we have for anyi = 1,2

[|lvi — U;HLoo(ﬁ) <n (4.28)
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then the two multiple interior cracks 2, 3/ satisfy
du (3, %) < Kan™, (4.29)
where K3, B2, K3 >0, 0 < 5 < 1, depend on the a priori data only.

Before proceeding to the proof, let us state the following result.

Lemma 4.10 Under the assumptions of Part (I) of Theorem 4.1, let u be a
weak solution to (4.16) and v be its stream function, solution to (4.17). Let
f =wu+1iv and let the quasiconformal mapping x, the holomorphic function F
and the circular domain D = By(0)\ U;'L:1 By, [zj] be as in Proposition 4.3.

Then, for any j =1,...,n, there exists two distinct points P; and Q; belong-
ing to OB, (z;) such that for any fived d > 0, there exists a positive constant Cy,
depending on the a priori data and on d only, such that the following estimate
holds

|F.(2)| > Cy H |z — Pj||z — Q;] for any z € D : dist(z,0B1(0)) > d. (4.30)

j=1

Proof. We adapt arguments used in [2, Theorem 1.3]. We recall that the min-
imal radius and separation distance of the multiple cavity of D are bounded
from below by d; > 0. This means that for any j = 1,...,n, r; > 6; and
By, 15,(2j)\Br, 7] is contained in D.

We extend the function F' to another holomorphic function, still denoted
by F, on the circular domain D = B;(0)\ Uj=1 Bir; [2j], where I, 0 < 1 < 1,
depends on §; only, in the following way

F(z) = F(TBTJ_ (z))(2)) +2¢;i for any z € By, (2;)\Bi, (2], 5 = 1,...,n,
(4.31)
)

First of all, we recall that F' is Holder continuous in D. Hence |F| can be
bounded on D by a constant Cs, C5 depending on the a prior: data only, and
in view of (4.18) there exists dy < (1 —1)d1/2 small enough such that for any
0 < d < d; the oscillation of V on B;_4(0) is greater than 1/2+/2.

Without loss of generality we can restrict our attention to the case 0 < d <
dy. With Dy we denote, as in (2.1), the set of points in D whose distance from
the boundary is greater than d.

Let P; and Q; be the image through x of the two geometric critical points
of index 1 for u on &;. Then it is immediate to show that the points P; and
Q;, which are distinct and belong to 0B, (2;), are critical points in the classical

where ¢; = v, = V|OBT].(

sense for U (and V) in D, their index is 1 and U and V have no other critical
point in D.

We denote
= (2)]

L= |2 = Pillz — Q4

and we have that ¢ is harmonic in D. Then, for any d, 0 < d < d;, using
estimates on Cauchy’s integrals, we have

#(z) = log

|F.(2)] < Cs/d for every z € Dy.
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Since dy < (1 —1)01/2, if 0 < d < dy we infer that for any z € 9Dy we have
dist(z, Uj—, 9By, (2;)) > (1 —1)d1/2. Then there exists a constant Cs depending
on the a priori data only such that

¢(z) < Cglog(1/d) for every z € DDy
and consequently, by the maximum principle,
¢(z) < Cglog(1/d) for every z € Dy.

By standard estimates on the derivatives of harmonic functions, we infer that
¢ is Lipschitz on Dy with a constant bounded by C7log(1/d)/d, C depending
on the a priori data only.

Let us fix d < dy and take M = Supp, , ¢, then we apply Harnack’s inequal-
ity to M — ¢ and obtain

sup(M — ¢) < cinf(M — ¢),
Dy Dq

where ¢ depends on §; only. This, in turn, implies that

infop > M — ¢(M — sup ). (4.32)
Da by

Notice that we have

1/2v2 < 0scyp,V < Csmax |F[,
Dy

Cg depending on the a priori data only, hence we deduce, again by the maximum
principle, that there exists a constant Cg, depending on the a priori data only
such that maxp, ¢ > Cy for every d < d.

So we have M > Cy. For the Lipschitz property of ¢, we can find an upper
bound on M — supp ¢, namely M — supp ¢ < C7log(2/d). So the lemma
follows from (4.32). O

Proof of Proposition 4.9. Up to reversing the role of ¥ and ¥’ we may fix
zo € ¥\X in such a way that p = dist(z0, %) = du (X, %) > 0.

There exists a positive constant C1g9 > 1 depending on the a priori data
only such that for every z € B,,/c,,(20) we have dist(z,0Q) > §/2 and for every
r < p/2Cho there exists a point z1, belonging to the same connected component
of ¥’ containing zop, such that |z; — zo| = 7.

Let us consider two real numbers, to be chosen later, a, b such that a® +
b?> = 1, let u be the linear combination of u; and wug as in (4.15). We recall
that u solves (4.16) and we denote by v its stream function. Let, as usual,
f =u+1iv and let x, F and D be as in Proposition 4.3. By (4.21), we have,
for any w € x(By/cy,(20)), dist(w,dB1(0)) > C116Y/*, where C1; depends on
the a priori data only. Also we have, again by (4.20) and by (4.21), that there
exist constants Ey, Ey and as, oy such that Bppes(20) C Bpjac,,(20) and
X (BEgpes (20)) is contained in a ball B centred at x(zo) such that for any w € B
we have dist(w, j_, Br,(2;)) > E1p™*.

Taking z; € X' belonging to the boundary of Bg,pes(20), we have that
|f(z0 — f(z1)| = |F(x(20)) — F(x(#1))| and, using Lemma 4.10, since |x(z0) —
x(z1)| = E2p®®, we have

[F(x(20)) = F(x(z1))| = Esp® (4.33)
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with constants s, F3 and as, ag depending on the a priori data only. We shall
use this local reverse Holder property as follows.
We choose the real numbers a, b such that a® + b% =1 and

au(zo) + bua(zo) = aui(z1) + bua(z1) (4.34)
holds true. So, defining u as in (4.15) it turns out that
u(2o) = u(z1). (4.35)

Note that, by (4.35), |f(2z0) — f(21)] = |v(20) — v(21)|. We have that zo and
z1 belong to the same connected component of 3, hence v'(z9) = v'(21).
So we have, by recalling (4.28),

|f(z0) — f(z1)] < 4m, (4.36)

consequently, by (4.33),
E5p®s < 4. (4.37)

We infer that p < E4n'/?¢, E4 depending on the a priori data only, and so the
proof is complete. O

Now we study the stability results for the Cauchy type problem (4.27). First
of all we prove an estimate on |v — v’| on Q in terms of ¢ when ¥ and ¥’
are Lipschitz families of curves. Using Proposition 4.9, we prove Part (I) of
Theorem 4.1. Established Part (I) of Theorem 4.1, we shall assume that
and X' satisfy the assumptions of Part (II) or (III) and, with the help of the
results developed in Section 2.2, we shall obtain refined stability results for the
corresponding Cauchy type problem and consequently, again by Proposition 4.9,

for our inverse problem.

Proposition 4.11 Under the assumptions of Part (I) of Theorem 4.1, let u
be a solution to (4.16) and let v’ be a solution to the same problem when ¥ is
replaced by X'. Let v and v’ be their stream functions respectively, normalized
m such a way that v=1v" on 99Q.
We have
lv(2) —v'(2)] < n(e) for any z € Q, (4.38)

where 1 is a positive function defined on (0,400) that verifies
n(e) < Ky(log |loge|) ™% for every e, 0 < & < 1/e. (4.39)
Here K4 and B3 are positive constants depending on the a priori data only.

Proof. (Sketch). The proof of this proposition can be obtained along the
same lines as in the proof of Theorem 3.1 in [4], once the above Theorem 2.8 is
available. The main difference here is the presence of a multiple crack, instead
of a single crack.

First of all we define, as in [4], the following kind of so-called h-tubes. If
zo € g, let I be the segment bisecting the open angular sector S C 2 whose
vertex is zg, whose radius is 0 and whose amplitude depends on M only. We
know that dist(z1,9Q) > Ma|zp — 21| for any 21 € I, My < 1 depending on M
only.
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Let v be a smooth curve contained in Q\(X U X’) so that its first endpoint
zo belongs to I'g, v coincides with [ for a length of at least h and thereafter the
distance of any point of v from 9) is greater than Msh. Given such a curve v,
we call h-tube related to ~ the set v, obtained by the intersection of the Msh
neighbourhood of v with €.

An h-accessible point will be a point belonging to the closure of an h-tube
which is contained in Q\(X U X’). We denote with G}, the set of h-accessible
points.

Then we apply Theorem 2.8 inside such domains 73, we consider a point
z € vy and w = w(To N Oy, yn; L4,) as in Theorem 2.8. We obtain, recalling
(4.26), (4.27)

©(2)] < O3 (V2e)+ ).

We find a positive lower bound on w(z) by a repeated use of Harnack’s
inequality, see [4] for details, then through Holder continuity of v — v’ in Q,
(4.23), we can evaluate an upper bound for |[v — v’| on 7 as follows. We obtain
for every z € G, and every h, 0 < h < hy,

exp(~Br/h?)
) (4.40)

() = V()] < Bk + (B +) (55
with constants Fs5, Fg, E7, hg depending on the a priori data only and as as in
(4.23).

Given the Holder continuity of v and of v/, which is stated in (4.23), and the
maximum principle, we may extend the estimate (4.40) to any z € Q applying
the method described in the proof of Theorem 3.1 in [4] with few modifications.

First of all we notice that, by the regularity properties of © and by (4.7),
for h small enough, any point whose distance from 95 is equal to §/2 belongs
to G}, Then since v = v’ on 9, by the maximum principle and (4.7), we have
that (4.40) holds for any point whose distance from 9€ is less than or equal to
5/2.

Let us introduce, as in [4, Lemma 3.6], K}, as the set of points constituting the
interior endpoint of a curve 7 such that v, is an h-tube contained in Q\ (X UX).
We have that K} is connected. Let us consider the connected components of
OK},. For h small enough, by our previous reasonings, one of this connected
components, which we call ay, is constituted by a set of points whose distance
from 0N is Myh and the others are constituted by points whose distance from
the boudary of Q is greater than §/2.

Let B, be one of the connected component of 0K}, different from ay,. Let Q
be the region bounded by ;. For every point z € (5, there exists a point w in
Q belonging to either ¥ or ¥’ such that |z — w| = Mah.

We claim that there exists a constant ¢ depending on ) such that if c is
the constant value of v (or respectively v') on any connected component of ¥
(respectively /) contained in @ then we have for every h, 0 < h < hyg,

exp(—E7/h2)
) (4.41)

¢ —c| < Esh® + (E
el < B + (B +2) ( 7
where Fg depends on the a priori data only.

We take one of the crack o belonging to @) such that one of its points has
a distance of Mxh from (35 (and hence belongs to dG}). We assume, without



53

loss of generality, that ¢ belongs to X. If ¢ is the only crack in @ and c is the
constant value of v on ¢ then there exists a constant Fg, depending on the a
priori data only, such that for any z € 85, we have, by (4.23) and (4.40),

[v(z) — ¢| < Egh*?

and
€
FEg+¢

Hence, by the maximum principle, we have that (4.40) holds for any z € Q,
possibly with a different constant Es still depending on the a priori data only.

If o is not the only crack we fix é = v|,, then by considerations which are
analogous to the ones used in [4, Lemma 3.6], we infer that we may find a point
wo € o NIGy, and a point w; belonging to another connected component ¢’
of ¥ contained in @, such that |wyg — wi| < 2Msh. Then (4.41) holds for the
constant value ¢ of v on ¢’. Then, by an iterated use of the above inequality
we find a collection of cracks contained in @, such that (4.41) holds for this
collection of cracks and any point belonging to (3, has a distance of Msh from
a point belonging to this collection. Then we have that for any z € Gy,

exp(—E7/h2)
v'(2) — | < Egh™? + (Eg +¢) ( ) '

)CXP(E7/h2)

— ¢l < E1gh®? E
() — &l < Buoh® + (Bo + ) (5

and

)exp(—E7/h2)

! _~< (5]
[v'(2) — é| < Eroh +(E6+5)(E6+€

E1o depending on the a priori data only.

Then (4.40) holds for any z € @ by the maximum principle, given the fact
that v is a single valued stream function satisfying a no flux condition.

We have obtained that (4.40) holds for any z € Q and any h, 0 < h < hy,
with constants Fs5, Fg, F7, hg depending on the a priori data only and as as in
(4.23).

Then the result will follow by taking the mimimum for all h, 0 < h < hg, of
the right hand side of the equation (4.40). If we set

2F V2
7
h(e) = Toolng Bote

log log ===

we may notice that for e small enough, for instance if 0 < € < g1 where &,
depends on the a priori data only, h(e) < hg.

By inserting h(e) into (4.40), after easy computations we obtain, for a con-
stant Fy; depending on the a priori data only, that for any z € Q

B —as/2 B 1/2
lv(z) —2'(2)] < E1x <1oglog 6+ E) +(Eg+e¢)exp l— (1og 6+ E> .

9 9

Es+e

70(2/2 . . . .
T) , as € — 0, is an infinitesimal of the same

1/2
)

The term FEq; (log log
order of (log |loge|)~2/2 whereas (Fg + ¢) exp [— (log ] is an infinites-
imal, again for € — 0, of higher order. Therefore the conclusion follows for any
€ such that 0 < e < ¢7.
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If € is greater than €1, then the proof follows immediately from the a prior:
bound on |v — v’| given by (4.26). O

Proof of Part (I) of Theorem 4.1. It follows immediately from Proposi-
tion 4.9 and Proposition 4.11. (I

The weakness of the modulus of continuity of the stability estimate for the
Cauchy type problem (4.27) obtained in Proposition 4.11 is due to the fact
that we have to obtain a stability estimate for a Cauchy problem for an elliptic
equation up to the boundary of the domain Q\(X UX’) and this domain can be
very irregular since we have no a priori control on how the two multiple interior
cracks intersect each other.

In order to overcome this difficulty, we shall assume stronger a priori assump-
tions on the two multiple cracks, namely the assumptions of either Part (II) or
Part (III) of Theorem 4.1, and, using the estimate on the Hausdorff distance
between the two multiple interior cracks obtained in Part (I) of Theorem 4.1
and the results developed in Section 2.2, we shall obtain additional information
on the regularity of Q\(Z UX').

Then, by the technique developed in [5], which, following [37], we shall gen-
eralize to nonsmooth conductivity tensors A, we shall be able to refine the
estimate on the Cauchy type problem and hence to obtain the other two parts
of Theorem 4.1.

Proposition 4.12 Let the assumptions of Part (11) of Theorem 4.1 be satisfied.
Let u be the solution to (4.16) and u' the solution to (4.16) where % is replaced
by X/ and let v and v’ be their stream functions respectively, normalized in such
a way that v =1v" on Q. Then we have

lv(z) —v'(2)] < nle) for any z € Q, (4.42)
where 1 is a positive function defined on (0,400) that verifies
n(e) < Ks|loge|™P*  for every e, 0 < e < 1/e. (4.43)
Here K5 and B4 are positive constants depending on the a priori data only.

Proof. Let G be the connected component of 2\ (X U X’) such that 9Q C 9G.

By Part (I) of Theorem 4.1, we can find a positive constant €5, depending
on the a priori data only, such that if e < g9 then dy(3,%") < dy. Therefore,
by Lemma 2.12, by (4.7) and by the uniform interior cone condition satisfied by
Q, there exist constants p > 0 and 6, 0 < 6 < 7, depending on the a priori data
only, such that for any z € G we can find an open angular sector S of radius
p, amplitude 6 and vertex in z such that S C G.

Let Sy be the angular sector with radius p/2, amplitude /2 and same vertex
and bisecting line as S. Let us call v the circular arc contained in 9S;. Then
there exists a constant C7 > 0 depending on € only such that for any w € v we
have dist(w, 0G) > Cip.

There exists a positive constant pg, depending on the a prior: data only,
such that for any r, 0 < r < po, the set (QN\X), = {z € Q: dist(z,00UX) > r}
is connected.

Let us take p; = (1/2) min(po, C1p). We may further assume, without loss
of generality, that dy (3,%") < p1/4 in order to ensure that (Q\X),, C G, /2.
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We remark that we have chosen p; in such a way that for any z € G if Sy is
the angular sector with vertex in z described before and ~ is the circular arc
contained in 957 then v C (Q\X),,.

By the technique described in the proof of Proposition 4.1 in [12, page 338],
we can find two constants, Co and (5, 0 < (5 < 1, depending on the a priori
data only, such that we have the following estimate

|®(2)] < Cee  for any z € (Q\X),, . (4.44)

Let us fix 29 € OG. To obtain the result is enough, by the maximum principle,
to prove that |v(z9) — v'(20)| < n(e) where n(e) verifies (4.43).

Let us fix the angular sector 57 related to zp. We have to recover a stability
estimate for a Cauchy type problem in the angular sector. As in [37], we shall
make use of the generalization of the classical method of the harmonic measure
technique introduced in Section 2.1, Theorem 2.8.

Let us consider the function ® in S;. We recall that Sy is an open angular
sector with vertex in zg, radius p/2 and amplitude /2 which is contained in
the connected component G of Q\(X U X’) such that 92 C 0G. Moreover 7,
the circular arc contained in 051, is contained in (Q\X),,. Hence, by (4.44), we
may apply Theorem 2.8 and we obtain that

1D(2)] < €3 Py P e (4.45)

for any z in S, where w = w(~,S1,L4,), 41 satisfying (2.2), and C5 is an a
priori bound for |®| as in (4.26).

Let [ be the bisecting line of S;. Let z be any point belonging to [ and let
r = |z — zg|. Then we have, by (4.45) and (4.23),

[u(z0) — V' (20)| < Cy(eP@(®) 4 po2), (4.46)

where Cy depends on the a priori data only.

We have to evaluate from below w(z). In order to do this, we shall construct a
sequence of closed discs, D,,, each of them tangential to the following, all of them
with centre belonging to [ and such that the disc with same centre and double
radius is contained in S;. This geometric construction, which is illustrated in
Figure 4.1, will allow us, through a repeated use of Harnack’s inequality, to
derive the desired bound.

Let C5 be a constant such that if z € [ and r = |z — 2o/, then Be,,(2) C 5.
Cs clearly depends only on 6.

Let wg € I be the point whose distance from zg is ﬁ. By an application
of the maximum principle, we can compute a positive constant ¢; depending on
the a priori data only such that w(wy) > ¢;. For an analogous procedure see for
instance [4].

Let us call 7o = |z9 —wo|. Let us define, by induction, for any positive integer
n, r, = Cgrp_1 where Cg = g;gg

Let w, €1, n > 0, be the sequence of points such that |w, — 29| = 7.

Let Dy, = B(cs/2)r, [wn], n > 0. Dy, is a sequence of closed discs one tangen-
tial to the following and such that B, (wy,) is contained in Sj.

By Harnack’s inequality we have that there exists a constant ¢y > 1 depend-
ing on A and A only such that

maxw < co II[l)iIlw.

n n
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Let w € [, such that r = |w — 29| < r1. Let n be the smallest positive integer
such that w € D,,. We have that n depends on r in the following way. We should
look for n such that

(1—05/2)(06)71717”0 = (1—05/2)7””,1 >r Z (1—05/2)Tn = (1—05/2)(06)nT0,

hence we can find a positive constant C7 depending on the a priori data only
such that
—C7(1+1logr) <n < C7(1—logr). (4.47)

So, setting ¢3 = 1/c2, we have

w(w) > minw > ¢smaxw > min w.
D

n n n—1

Since maxp, w > c¢1, we have that
w(w) > (e3)" Mw(wy) > (e1)(cs)™ . (4.48)
Then, setting ¢4 = B5c1c3, we obtain
[v(z0) — v/ (z0)] < Cife P IoBes) 4 poz)
By (4.47), we infer
|’U(20) _ ’U/(Zo)| < 04(664 exp(C7(1—logr)logc3) + ,,,(12)’

and eventually
[0(20) — v/ (20)] < Ca(e%*™ T +702), (4.49)

where Cg is a positive constant which depends on the a priori data only.

Figure 4.1: geometric construction in S7; sequence of closed discs D,,.
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We have to minimize (4.49) with respect to r. Taking r(¢) = |loge|~/(2¢7),

for € small enough, we have
[v(z0) —v'(20)] < 04(Ecs\loga\*l/2 " |10g€|—a2/(207))7
and hence
[u(20) — v'(20)| < Ca(exp(—Cs|loge|*/?) + |loge| =2/ (267),

Since, as ¢ — 0, exp(—Cg|loge|'/?) is an infinitesimal of higher order in
comparison to |10g5|_0‘2/ (2€7) we immediately deduce the conclusion. ([l

Proof of Part (II) of Theorem 4.1. This is an immediate consequence of
Proposition 4.9 and Proposition 4.12. (I

Proof of Part (III) of Theorem 4.1. For what concerns Part (IIT) we readily
observe that, by Corollary 2.11 and again by Part (I) of Theorem 4.1, we may
assume without loss of generality, if € is small enough, that ¥ and ¥’ are RLG.
Therefore the conclusion follows from Part (II). Finally, the last part of Part (IIT)
is an immediate consequence of Lemma 2.10. ([l






Chapter 5

Stability results for the
determination of a multiple
cavity

In this chapter we shall study the stability issue for the determination of a mul-
tiple cavity. First we shall obtain stability estimates under essentially minimal
assumptions on the data and minimal a priori conditions on the multiple cavity,
then, in Section 5.1, we shall show the optimality of such estimates through an
explicit example.

Let us introduce the main assumptions on the data and the a priori infor-
mation on the unknown cavities which enable us to prove stability estimates.

Assumptions on the domain

Given positive constants §, M and L, let Q be a bounded, simply connected
domain in R? whose boundary 95 is a simple, closed curve which is Lipschitz
with constants §, M. We also assume that the diameter of 2 is bounded by L.

We recall that 2 satisfies the same kind of properties stated in Chapter 4, in
particular (4.1) holds.

Assumptions on the background conductivity

Given A\, A > 0, let A = A(z), z € Q, be a conductivity tensor which verifies
(2.2).

Assumptions on the boundary datum

The current density on the boundary will be given by a nontrivial function
¢ € L*(9Q) with zero mean, that is [, ¢ = 0.
We define the antiderivative along 02 of v as

U(s) = /w(s)ds, (5.1)
59
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where the indefinite integral is taken with respect to the arclength on 92 ori-
ented in the counterclockwise direction.

We recall that the function W is defined up to an additive constant. For the
time being, we normalize ¥ in such a way that |, 90 ¥ = 0 and for this choice of
the additive constant we prescribe that, for given constants H, H; > 0, we have

1Vl 200y < H;
5.2
19|l 200 > Hi. (52)

From the assumptions on the prescribed current density, in particular from (5.2),
we immediately infer

1Vl 2 a02) < i, (5.3)
NIFEIES)

where Hy = H/H; and ¥ has zero average.
Furthermore, by (5.2) and (4.1), ¥ verifies for any zg, z; € 99

[W(z0) — W(z1)| < H(lengthyg (20, 21))"/? < Ha|zo — z1|"/?, (5.4)

where Hy = HM}/?,

Assumptions on the measurement

Let 'y C 092 be a subarc whose length is greater than J.

A priori information on the multiple cavity

We shall assume that ¥ C € is the union of finitely many, pairwise disjoint,

closed and not empty sets o;, i = 1,...,n, n > 1, each of them bounded by a

simple closed curve ;. We shall denote by I' the finite family of these simple

closed curves. Concerning the regularity of the curves ~;, different and alterna-

tive a priori conditions will be considered in the different parts of Theorem 5.1.
Moreover we suppose that the following holds

dist(z,0Q) > § for any z € 3. (5.5)

Let us finally recall that, under the stated assumptions, a weak solution to the
Neumann problem

div(AVu) =0 in Q\X,
AVu-v=20 ondo;,i=1,...,n, (5.6)
AVu-v =1  on 09,

that is a function u € W?(Q\X) satisfying

AVu -V = Y for every o € WH2(Q\X), (5.64)
9> o0

exists and it is unique up to an additive constant.
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Given another multiple cavity X', satisfying the a priori assumptions, with
components U}, 7 =1,...,m, m > 1, whose boundaries are simple closed curves
denoted by 7}, j = 1,...,m, we shall denote by v’ a solution to (5.6) when ¥ is
replaced by X/. With IV = U;n:l 7; we denote the family of boundaries of %'

Before stating the main theorem of this chapter, let us recall that the con-
stants §, M, L, A, A, H and H; will be referred to as the a priori data.

Theorem 5.1 Let the above assumptions be satisfied. Suppose that
Ju = ' Loo(rg) < e (5.7)

We have the following results.

(I) If the two families of boundaries v; and ~; are Lipschitz with constants d,
M, then
dH(Ev 2/) < w(E), (58)

where w : (0, +00) — (0,400) may be dominated as follows
w(e) < K(log|loge|)™  for every e, 0 < e < 1/e. (5.9)

Here K, 8 > 0 depend on the a priori data only.

Furthermore we can find a constant €9 > 0, depending on the a priori data
only, such that if (5.7) holds with € < g, then ¥ and X' have the same number
of connected components, which we set equal to n, and, up to rearranging their
order, we have

dy(oi,0)) <w(e) for everyi=1,...,n, (5.10)

2

w satisfying (5.9).

(IT) If i and v; are RLG with constants 6, M, then (5.8) holds where w is a
positive function which, in this case, verifies

w(e) < Kiq|loge| ™ for everye, 0 < e < 1/e, (5.11)

Ky, B1 > 0 depending on the a priori data only.

As before, if € < g9, €9 > 0 depending on the a priori data only, then
Y and X' have the same number n of connected components, and, again after
rearranging their order, they verify (5.10) with w satisfying (5.11).

(III) Fized k =1,2,... and o, 0 < a < 1, if 7; and 7} are C*P with constants
0, M then ¥ and X' verify (5.8) with w as in (5.11), K1, #1 > 0 depending on
the a priori data and on k and o only.

Moreover there exists eg > 0 depending on the a priori data, on k and on
a only, such that if € < &g both ¥ and ¥’ have n connected components, which
ordered in a suitable way verify (5.10) with w as in (5.11), K1, B1 > 0 depending
on the a priori data and on k and « only. Also, for any i =1,...,n, there exist
regular parametrizations z; = z;(t) and z, = zi(t), 0 < ¢t < 1, of v; and ~}
respectively such that for every &, 0 < a < a,

2i — 2}l orago) < Kow(e)lem®/te), (5.12)

where w still verifies (5.11) and Ko depends on the a priori data, on k, on «
and on & only.



62 CHAPTER 5. MULTIPLE CAVITY

For the time being, we shall assume that ¥ and Y/ satisfy the a priori
assumptions stated in Part (I) of Theorem 5.1. It is easy to observe that if X
and X' verify the assumptions (IT) or (III) of Theorem 5.1, then they verify
also (I) of the same theorem. In view of assumption (I), let us remark some
properties of . The same properties are clearly shared also by ¥'. We recall
that the family of boundaries of X, that is T' = |JI'_, 7;, verifies (2.35)—(2.39).
So we have that the boundary ~; of any of the components o; of ¥ has a length
bounded by a constant depending on the a priori data only. Furthermore there
exist a positive constant d; and an integer N, depending on the a priori data
only, such that

dist(oy,04) > 61 for every i # 7, (5.13)
and

n = number of connected components of ¥ < N. (5.14)

We wish also to recall that, by (2.54), we obtain that, for a constant C
depending on §, M and L only,

dy (2, Y) < Cdy (T, 1). (5.15)
It is easy to observe that
dy (0, 1) <dg(%,X). (5.16)

We have already considered the notion of stream function and, in Proposi-
tion 3.3, we have stated that there exists in the domain Q\X a single valued
stream function v associated to u, u weak solution to (5.6). Let us recall that v
satisfies the Dirichlet type boundary value problem

div(BVv) =0 in Q\X,

v =c ondo;,i=1,...,n,

v=U on 0,

J3BVv-v =0 for every smooth Jordan curve 3 C Q\X.

(5.17)

Here the constants c¢; are unknown, B = (det A)"1A” and V¥ is defined as in
(5.1). We shall always assume that v is extended to § by setting v|y,, = v|go, = ¢
forany i =1,...,n.

Then the complex valued function f = u + iv, defined in Q\X, is a k-
quasiconformal function in Q\X, with £ < 1 depending on A, A only.

Proposition 5.2 Under the assumptions of Part (I) of Theorem 5.1, let u be
a weak solution to (5.6) and v be its stream function, solution to (5.17). Then
the following representation holds

f=Fox, (5.18)
where x : Q\X — D is a quasiconformal mapping satisfying
IX(x) = x(W)| < Cile —y|™ for any x,y € Q\X (5.19)

and
X 'z) = x ()| < Cilw —y|**  for any x,y € D, (5.20)
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D = B1(0)\Ui_, By, [2i] is a circular domain such that its exterior boundary
is O0B1(0) and is the image through x of 9 and the minimal radius and the
separation distance of its multiple cavity are greater than 6o > 0 and F = U+iV
is a holomorphic function on D. Here C; > 0, a1, 0 < ag < 1, and 2 > 0
depend on the a priori data only.

Proof. We may find a bi-Lipschitz transformation x; from C onto itself such
that the image through y; of Q\X is a circular domain D such that 0 € D,
its exterior boundary 9B1(0) = x1(99) and the minimal radius and separation
distance of its multiple cavity are greater than d3 > 0, d3 depending on the a
priori data only. The Lipschitz constants of such a transformation and of its
inverse are dominated by constants depending on d, M and L only.

The function f = fo Xl_l is ki-quasiconformal, where k1 depends only on
k and on the Lipschitz constants of x; and Xfl. Then by the Representation
Theorem 2.2, there exist a k;-quasiconformal mapping x2 from Bj(0) onto itself,
with x2(0) = 0, and a holomorphic function F = U + iV on x»(D) such that
the representation f =Fo X2 holds.

By [39, Chapter 3, Theorem 5.2], we may find a conformal mapping xs
from y2(D) onto a circular domain D still satisfying x3(0) = 0 and dB;(0) =
x3(9B1(0)), 9B1(0) being the exterior boundary of D. Then picking x = x3 o
x2o0x1 and F=U+iV = Fo X3 ! the conclusion is an immediate consequence
of Lemma 2.3. O

Let D, F and x be as in Proposition 5.2. Then, by the regularity properties
of D and x, by (5.2) and (5.4) and standard regularity theory we immediately
infer

|F(21) — F(22)] < Oa|z1 — 22|**  for every 21,22 € D, (5.21)

and consequently
|f(z1) — f(2z2)] < Cs|z1 — 22]*®  for every 21,22 € Q\X, (5.22)

where Cs, C3 and as, ag, 0 < as, a3 < 1, depend on the a priori data only.
We remark that if as usual we extend v on © in such a way that v|,, =
v|ge, = ¢; for any i = 1,...,n, then it is easy to show that we have

[v(21) — v(22)| < Cylz1 — 22|*®  for every 21,22 € Q, (5.23)
C4 depending on the a priori data only.

Theorem 5.3 Under the assumptions of Part (I) of Theorem 5.1, there exists
a positive constant dy, depending on the a priori data only, such that for every
29 € O\X and for every d < dy there exist finitely many points zj, € 0 such that

for every z € Q\ XO) satisfying dist(z, 0Q) > d we have

2) — f(2° c |Z—Z]€| /e
16 =11z T () (5:24)

where by, are positive integers satisfying

> b < C(d), (5.25)
k
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C5 depending on the a priori data only, oy as in (5.20) and c¢(d) > 0 and C(d)
depending on the a priori data and on d only.

Proof. We recall the bi-Lipschitz mapping x; : C — C we considered at the
beginning of the proof of Proposition 5.2 which verifies x1(Q\X) = D, where
D is a circular domain. We have that D = B;(0)\ !, By, [zi], 0 € D, and
there exists d3 > 0 depending on the a priori data only such that for any
i=1,...,n, 7 > 03 and B, ys,(2;)\B,[z;] is contained in D. The function
f =fo X1_1 which is k1-quasiconformal, k1 depending on the a priori data only,
may be extended to another k;i-quasiconformal function, still denoted by f , on
the circular domain Dy = By (0)\ U}, By, 2], where [, 0 < I < 1, depends on
03 only, in the following way

f(z) = f(TBm_ (z)(2)) +2¢ii for any z € By (x)\ B, [xi], i =1,...,n,

where ¢; = v|9s, = V|8, (2:)-

As in the proof of Proposition 5.2 we apply the Representation Theorem 2.2
and Lemma 2.3 to obtain a circular domain D, a holomorphic function on D, F,
and a quasiconformal mapping xs : D; — D such that f = Foxa. We recall that
we may assume D = B;(0)\ U\, Bs,[y;] and that forany i = 1,...,n,s; > 64 >
0, 04 depending on the a priori data only. Moreover, for any i = 1,...,n, we have
that By, s, (yi)\Bs, [yi] is contained in D. We denote x = x20x1 : X7 *(D1) — D
and we remark that x verifies (5.19), (5.20) on x7 '(D;) and D respectively and
on Q\X we have f = Fox.

It is easy to see that we also have

|F(21) — F(22)| < Cglz1 — 22|**  for every 21,22 € D, (5.26)

Cg depending on the a priori data only.

We take 20 € Q\X. Letting w® = x(2Y), we set Fy = F(w®) = f(2°). Let
Z = {wg} be the countable set of the zeroes of F' — Fy in D. We have that
setting ¢ = log |F — Fy|

A¢=0 inD\Z,

and since ¢ has negatively diverging isolated singularities at each wy, there exist
positive integers by such that, in the sense of distributions,

Ap=2m) bpd(- —wg) in D.
k

Fixed a positive d we denote
Dy ={z¢€ D: dist(z,0D) > d}.

Then, by arguments in [3] based on Harnack’s inequality and the comparison
principle, there exist positive constants C7 and Cg depending on d4 only such

that For
3 b < Crd O {1 +log (w)] . (5.27)

e maxp,, |F — Fo|

Moreover, there exist positive constants Cy, C§ and Cjg also depending on d4
only such that if we set ¢;(d) = Cod~%, which is greater than 1 if d is small
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enough, we have for any w € D3y

c b
F(w) — Fo| > e~ (@ | {08%Dua [ = Fol) K ] 11 (_|w—wk|.> N

(maxp,, [F = Fo)@=1] 4L\ Cu
(5.28)
By (5.26) we readily observe that
ngX|F - F0| S 011, (529)

where C11 depends on the a priori data only. Moreover, if we denote Vy = V (2Y),
we have the following estimate

1
mgx|F—F0| > mgx|V - Vol > §OSCD|V|.

Then we infer that oscp|V| > oscyp, (0)|V| and also oscap, ()| V| = oscaqlv| =
0scoq|¥|.

Hence, since oscaoo|¥| > [|V| 12a0) /109, by (5.2) and the assumptions on
the domain €2, we can find a positive constant C12 depending on the a priori
data only such that

In[é)lJX|F — F0| Z 012.

Again by (5.26) we may find dy > 0 depending on the a priori data only
such that for any d, 0 < d < dy, we have

max|F — F0| Z 012/2. (530)
Ds3a

Then by the Holder continuity properties of x and its inverse, (5.19) and
(5.20), we may find a constant dj depending on the a priori data only such that
for any d, 0 < d < dp, there exists d, 0 < d < dy, depending on the Holder

constant of y and x~! and on d only, such that for every z € Q\ 201 satisfying

dist(z,09) > d we have w = x(z) € D,;.
Then, since |f(z) — f(2°)| = |F(w) — Fy|, taking z; = x~(ws), by (5.28),
(5.29), (5.30) and by (5.20) it follows

(012/2)Cl(d~) H (|Z—Zk|>bk/al (5 31)
(Cyy)er(d)—1 . Ci3 ’ '
where C3 depends on the a priori data only and, by (5.27), we clearly have

> by < Crd [1 —|—log( Cu ﬂ . (5.32)
% 012/2

1£(2) = f(z0)] = e (@

This clearly concludes the proof. (Il

Proposition 5.4 Let all the hypotheses of Part (I) of Theorem 5.1, with the
exception of (5.7), be satisfied. Let v and v’ be the stream functions associated
to u and v’ respectively. If we have

v — || Loy <, (5.33)
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then the two multiple cavities 3 and X' satisfy
dp(3,%) < Ksn™, (5.34)
K3 >0, 052, 0< (2 <1, depending on the a priori data only.

Proof. Let p = dy(X,Y’). Let us assume, without losing the generality, that
P = sup, sy dist(z, X).

Then there exist positive constants C14 and Ci5, depending on the a priori
data only, and a point 2° € ¥’ such that Bc,,,(z°) is contained in one of the
connected components of ¥’ and for any w € Bg,,,(2°) we have dist(w, X) >
Ci5p. Since Be,,,(2°) € X/, recalling (5.5), clearly we also have dist(w, 92) > &
for any w € Bey,p(2°).

By the maximum principle, the level set {u = u(z°)} contains a continuum
containing 2% and intersecting dBc,,,(2°) in at least two different points. Let us
fix d = min{dp, d}, dy as in Theorem 5.3. Let us consider the points zj obtained
in Theorem 5.3 with respect to the point 2" and the positive number d. Their
number, by (5.25), is bounded by a constant N depending on the a priori data
only. There exists a constant Cyg > 0 depending on N and on Cy4 only such
that we may find N + 1 pairwise disjoint open discs with radius Cygp that are
contained in Be,,,(2°) and whose centre belongs to {u = u(z")}. Therefore at
least one of these discs has none of the points z; in its interior. Let 2! be the
centre of this disc. Clearly for any zj we have |z! — zx| > Cigp.

Then by (5.24) we have

S f(50 c B bl
e sz @)

hence, by (5.25) and since |2 — zx| > Ciep,

016p)c(d)/0q

164 - 1620 2 ) (G

Since we have that u(z!) = u(z°) and, obviously v'(21) = v/(2°), we deduce
[F(2%) = f()] = 0(z°) —v(zh)] < [o(2") =o' (%) + o(z") —v'(1)] < 20.
Putting together the last two equations the conclusion easily follows. O

Let us denote ® = W +iZ =u—u' +i(v —0') : Q\ (XU Y') — C. We can
normalize Z in order to have that it is identically zero on 9€2. Moreover by (5.7)
we obtain |W| < e on T'.

Recalling (5.22) there exists a constant D; depending on the a priori data
only such that

|®(z)| < Dy forany z € Q\(ZUY). (5.35)

We shall consider the following Cauchy type problem

Oz = ud, +v®, in Q\(TUY),
P <e on Iy, (5.36)
P =0 on 0,
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where |u| + |v| <k < 1.

Recalling Proposition 5.4, the stability estimate on the inverse problem of
cavities has been reduced to a stability estimate for the Cauchy type problem
(5.36), that is obtaining an upper bound for |Z| on Q in terms of the boundary
error €.

We shall obtain different kinds of stability estimates for the Cauchy type
problem (5.36), depending on the assumptions stated in the different parts of
Theorem 5.1.

Proposition 5.5 Let the assumptions of Part (I) of Theorem 5.1 be satisfied
and let v and V' be the stream functions associated to u and u' respectively. We
normalize v and v’ in such a way that v =1v" on Q. Then we have

[0 = v'll oo @y < 1(€) (5.37)
where 1 : (0,400) — (0, +00) satisfies
n(e) < Ky(log|loge|)™P  for everye, 0 < e < 1/e (5.38)
where K4 and B3 > 0 depend on the a priori data only.

Proof. See the proof of Proposition 4.11 for an analogous procedure. O

Proof of Part (I) of Theorem 5.1. Concerning Part (I) of Theorem 5.1, (5.8)
and (5.9) are a direct consequence of Proposition 5.4 and of Proposition 5.5.
Finally we deduce (5.10) from (5.8) and (5.9) by taking into account (5.13). O

Proposition 5.6 Let the hypothesis of Part (1) of Theorem 5.1 be satisfied.
Then v and v', the stream functions associated to u and u' respectively, normal-
ized so that v =v" on 09, verify (5.37) where n : (0,4+00) — (0, +00) satisfies

n(e) < Ks|loge|™P*  for every e, 0 < e < 1/e, (5.39)
K5 and B4 > 0 depending on the a priori data only.

Proof. Let G be the connected component of Q\(X U X’) such that I'y C 0G.
Since ~; and ”yé are RLG then we know, by Lemma 2.12, that G satisfies a
uniform interior cone condition, provided that the Hausdorff distance between I'
and I" is small enough. This can be ensured by using the Part (I) of Theorem 5.1,
which has been already established. Hence without loss of generality we may
suppose that for any point z € dG there exists an angular sector S contained
in GG, with vertex in z and whose positive radius and amplitude depend on the
a priori data only and do not depend on z.

Therefore by the technique developed in [37] (see also Proposition 4.12) we
are able to obtain

|v(2) —v'(2)] < Ci7]loge|~**  for every z € G, (5.40)

C17 and a4 > 0 depending on the a priori data only. Then, again with the help
of the maximum principle, the conclusion follows. O

Proof of Part (II) of Theorem 5.1. The Part (II) may be obtained through
Proposition 5.4 and Proposition 5.6. (I
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Proof of Part (IIT) of Theorem 5.1. For what concerns Part (IIT) the proof is
an easy consequence of the previous parts of Theorem 5.1 and of Corollary 2.11.
In fact we have that the two families of curves I' = (Ji_, v and I = (J]_, 7;
which consist of the boundaries of the connected components of ¥ and X’ re-
spectively satisfy the assumptions of Corollary 2.11.

Then if € is small enough we have, by Part (I) of Theorem 5.1, dg (T, ") < dp
and hence T' and TV are RLG with given constants. So Part (III) follows from
Part (II).

About the last part of Part (IIT), this is as usual a consequence of the distance

between the cavities belonging to the same multiple cavity X (or respectively
%), (5.13), and, then, of Lemma 2.10. O

5.1 Instability example

Let Q = B1(0) and let 09 = By/2[0]. Let Dy = Q\op. The two connected
components of the boundary of Dy are the two simple closed curves g = 9 =
8B1(O) and Yo = 80’0 = 831/2(0)

For any n =1,2,..., let us denote by f,, the holomorphic function so defined

fn(2) = zexplen (2" — 27™)], ze€C\{0},n=1,2,..., (5.41)

where €, is the following positive real constant

Co

€n
where k is a fixed positive integer and Cy is a positive constant to be chosen
later.
The first derivative of f, is given by
foz) =L+ enn(z" — 27" explen (" = 27")], 2€C\{0},n=12,...,

hence we may find a positive constant Cy, Cy not depending on n and on k,
such that if (5.42) holds then we have

|fi(z) =1 <1/4 forany z € Do, n=1,2,..., (5.43)

and therefore f,, is invertible on a neighbourhood (which may depend on n) of
Dy.

From now on we shall assume that this condition is satisfied. For any n =
1,2,..., we call D,, = f,(Dp). The boundary of D,, has two connected com-
ponents, the image through f,, of 8 and 7y respectively. It is easily seen that
fn(8) = B and we shall denote by ~, the image through f, of v9. We remark
that v, is a Jordan curve and we denote by o, the closed region bounded by
n- Therefore we have that D,, = Q\o,,.

By switching to polar coordinates, we shall characterize more precisely the
behaviour of f,, along 8 and 7y and hence the regularity properties of =, and,
consequently, of a,,.

Let us introduce polar coordinates in the following way. Given z € C\{0}
let (p,0), p > 0, satisfy z = pexp(if). We have that p = |z| and 0 is defined up
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to equivalence modulus 27. We call (p, ) the polar coordinates of z. Then, in
these coordinates, f, can be written as

fn(p,0) = (pn(p,0), dn(p,0)),

where
en(p,0) = pexplen(p™ — p") cos nb]
and
On(p,0) =0+ e, (p™ + p~ ™) sinnb.

First of all we notice that if p = 1 then ¢,(1,0) = 1 for any 8 € R and we
have
|pn(1,0) — 6] < 2, forany f €R. (5.44)

Then we want to estimate the Hausdorff distance between o, and og. It is
easy to observe that

s (0. 70) = it o (1/2.0) = 1/2].

We may find two constants C and Cs, 0 < C7 < Cs, such that
0< Clen2n < dH(O'n,O'Q) < 026n2n. (545)

Without loss of generality, changing Cj in (5.42) if necessary, we may assume
Caen2™ < 1/4.

Let us fix p, 1/2 < p < 1, and let us consider the function ¢, (p,-) : [0, 27] —
R. Then we can find Cy > 0 not depending on n and on k such that if (5.42)
holds then |2 ¢, (p,0) — 1| < 1/3 for any p € [1/2,1] and 6 € [0,27]. By this
estimate we infer that ¢, (p,-) : [0,27] — [0, 27] is bi-Lipschitz with Lipschitz
constants not depending on n, on k£ and on p.

Moreover, for any integer © > 2 we notice that

5 n0.0)| < a7

If we fix the positive integer k and we define €, as in (5.42) with Cy > 0
satisfying the previously stated conditions, it is straightforward to prove that
for any n = 1,2,..., 7, is a C* simple closed curve with constants ¢, M not
depending on n. Here the notion of a C* curve with constants ¢, M is in the
sense specified at the beginning of Section 2.2, with the obvious modification of
replacing the C*®-norm with the one in C*.

For any n =0,1,2,..., let us consider, as usual, the following Sobolev spaces
HY(D,,) ={u € L*(D,,) : Vu € L*(D,,)}. We denote by H'/2(f3) its correspond-
ing trace space on (. By H~'/?(3) we shall denote the dual space to H/?(3).
With oHY2(3) and oH~/?(3) the corresponding subspaces of elements with
zero means are considered. We remark that oH'/2(3) and oH~/2(j3) are dual
to each other. With oL?(3) we denote the L? functions on 3 with zero average.
We remark that the dual of ¢L?(/3) is the space itself. Finally, if X and Y are
two Banach spaces we shall denote by B(X,Y") the space of all bounded linear
operators from X to Y, with the usual norm.

Concerning trace spaces, fractional Sobolev spaces and interpolation inequal-
ities, which will be used several times in the sequel of this section, we refer to
[1] and [34].
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Let 7 € oH~'/2(B). Then for any n = 0,1,2, ..., let us consider the following
Neumann type boundary value problem

Aun =0 in Dn7
Vu, -v=20 on yp,
Vuy, -v=mn on (3, (NPy)

un|B € OH1/2(6)

The weak formulation of the problem is the following. To find u,, € H(D,,)
such that u,|s € o H'/?(8) and the following holds

[ un-Vo=ufels] tor any 6 € H'(D,).
D,

We have that the solution to (NP,,) exists and is unique and we may find a
constant C' not depending on n such that if D = B1\B,/5 then

[unllmr(py < Cllnllg-1/2(p)- (5.46)

For any n = 0,1,2,..., let N,, : o H Y2(3) — oH'?(3) be the Neumann-
to-Dirichlet map defined in the following way

N,.(n) =up|g for any n € 0H71/2(ﬂ), (5.47)

where u,, is the solution to (NP,,).
From (5.46) we have that

INw( o123y < Clinllym-1/2(5)  for any g € o H2(3), (5.48)

where C' is a positive constant which does not depend on n.
Let us state our instability result.

Theorem 5.7 Let us fix a positive integer k. Then there exists a constant Cy >
0 such that if (5.42) holds then for any n = 0,1,2,..., v, is a C* simple
closed curve with positive constants 6, M not depending on n and the following
inequality holds

—k

dH(O'n, 0'0) > C ’10g ||Nn - NOHB(oH*I/Z(ﬁ),oHl/z(ﬁ))‘ (549)

where C' is a positive constant which does not depend on n.

Remark 5.8 Let us observe that in inequality (5.49) some kind of dependence
on k, the number of derivatives of the curves ~, which are a priori uniformly
bounded, should be expected. In fact, in a similar setting, [23], Holder type
dependence on a suitably chosen boundary measurement was proved if an ana-
lyticity condition on the unknown curve ~ holds.

The proof of Theorem 5.7 will be obtained through three lemmas.

Lemma 5.9 There exists a positive constant C' such that for any n € oL*(3)
we have

| Nonll 28y < Clinllz2(s)- (5.50)
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Proof. We have already observed, (5.48), that

INo (Do £1172(3) < Cllnllypa-172(3)  for any n € oH™V/2(B). (5.51)

Moreover it is not difficult to show that if ug is the solution to (NPg) then
we have, for a positive constant C,

ol (poy < Clinllys-172¢5) for any n € oH~/2().

By standard regularity results, see for instance [38], we have that if n €
oH'/2(B) then ug belongs to H?(Dy) and the following estimate holds

luoll 2 (Do) < CUlnllyrs2s) + ol (py))  for any n € oH2(8).

Then we immediately deduce

INo N 223y < Clinllyzr2(5) for any n € OHI/Q(B). (5.52)

Therefore the result may be obtained through (5.51) and (5.52) by using
standard interpolation inequalities. ([l

Lemma 5.10 There exists a positive constant C not depending on n such that
(N = No)nll2s) < Ce'/?|nll 2 for any n € oL*(8), n=1,2,... (5.53)

Proof. For any n = 0,1,2,. .., let us consider the linear operator N,, : o L*(3) —
oL?(3). We have that N,,, with respect to these two spaces, is bounded and self-
adjoint. This can be easily deduced by the weak formulation of our boundary
value problem.

Let h,, : D,, — Dg be the inverse map of f,,. The function h,, can be extended
to the closure of D,, and let us recall some properties of the restriction of h,, to
0.

We have that h,|g : 8 — [ is invertible, bi-Lipschitz with constants not
depending on n and the following estimates holds

|hn(2) — 2| < Cey, (5.54)

where C' does not depend on n.
For any n = 1,2, ..., let us define the linear operator T, : L?(3) — L?(3)
in the following way

To(n)(2) = n(ha(2)) for any 2 € 8, n € L*(f).

These linear operators are continuous with norm independent on n, that is

1T (M) 22¢8) < Cllnllz2(s) for any n € L2(6), n=12..., (5.55)

they are invertible,

(T) "' () (2) = 0(fu(2)) for any z € B, n € L*(B),

and their inverses are continuous with norm independent on n.
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Let T be the adjoint operator to T,,, n = 1,2,..., then T* : L*(3) — L?(j3)

is defined )
T*(n) = (T,,) "' | —— f L?
1) = (0™ () for ey 0 € L2(5),

dh,,/ds being the derivative of h, along (. Finally let us observe that if €
oL?(B3) then also T7*(n) € o L%(5).
Let P : L?(B3) — oL?(B) be the projection of L?(3) onto oL?(3) given by

1

P(n) =n-5- K for any n € L*(B).

Clearly P is a linear bounded operator with norm 1.
We claim that the following representation holds

Nu(n) = P[TaNoT;(n)]  for any n € oL*(B). (5.56)

Let u,, be the solution to (NP,,) with Neumann datum 7 € ¢L?(3). Let us
denote v, = u, o f,. Then v, solves

Av, =0 in Do,
Vv, -v=20 on 7o, (5.57)
Vo, -v=T;n onf.

Therefore we have u, |z = T,,(v,|3) and v,|g is equal to NoT,5(n) up to an
additive constant. Hence Ny, (1) = un|g = T NoT,i (n) + cn.

By the fact that N,(n) € oL?(8) we can immediately infer that ¢, =
— J3 TaNoT;; (1) and hence (5.56) follows.

Now let us take ¢ € H*(). We want to estimate ||(T}, — 1)1 2(5). We have
that

| — 1))2a ) = / "6 (ha(0)) — (0) P

Then by (5.54) we deduce that [¢)(hn(8)) —9(8)| < Cex/*||9]| 113y and hence

we obtain

(T = Dll2s) < Ce? @l mr(s)  for any n € H'(3), (5.58)

C not depending on n.
Therefore by Lemma 5.9 we may find a constant C' which does not depend
on n such that

(T No — No)nll2(s) < Cer/?|nll 2y for any 5 € oL*(3). (5.59)
By duality we have, with the same constant C,
[(NoT; — No)nll (s < Cep/?||nll2(s)  for any 1 € oL*(8). (5.60)

Obviously PNy = Ny, then N,, — Ng = P(T,,NoT;* — Np) and hence for any
n € oL*(3) we have

[(Nn = No)nll2(s) < [(TnNoT,; — No)nllz2(g)-
Since
[(TwNoT,; — No)nllz2(s) < I Tn(NoTy; — No)nll2(g) + (T No — No)nll 2 (s)
the conclusion follows from (5.55), (5.59) and (5.60). O
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Lemma 5.11 For any n = 1,2,..., the operator N, — Ny is an infinitely
smoothing operator, that is for any positive integer i there exists a constant
C = C(i) not depending on n such that we have

I(Nw = NoJill sy < C@)llallyri-1r2(5)  for any n € oHY2(6).

Proof. Let us fix n € oH'/?(3) and let u,, and ug be the solutions to (NP,)
and (NPg) respectively. By (5.46) and the mean value property of harmonic
functions it is clear that for any z such that |z| = 7/8 there exists a constant C'
not depending on n and on 7 such that

[t = w0)(2)| < Clll 1725 (5.61)

Then we notice that, along 3, u, — ug satisfies a homogeneous Neumann
condition. Therefore we may extend u, — up on Bg,7\B7/3 according to the
following reflection rule

(un —u0)(2) = (un —u0)(1/2) for any z € Bg;7\By/s.

We have that u, — uo is harmonic in Bg/7\B7/s, by the maximum principle
and (5.61), on the same domain is bounded by C|[n||,z-1/2(3), therefore the
result easily follows. (|

Proof of Theorem 5.7. By Lemma 5.10 and Lemma 5.11 applied with i = 2
and standard interpolation results we immediately infer

I(No = NoJnllax sy < Cey/*[Inll 2y for any 7 € oL?(5).
By duality we have
(N — No)llz2(s) < Cel/*|nllar-1(g) for any n € oH1(B).
Then, again by interpolation inequalities, we deduce
I(Now = No) ()l 2725y < Cer/*[mllyr-1r2(5) for any g € o H/2(3),

with C a constant not depending on n.
A straightforward computation, by recalling the definition of ¢,, (5.42), and
the lower bound on dg(o,, 09), (5.45), leads to the result. O






Chapter 6

Stability results for the
determination of a multiple
surface crack

In this chapter we shall treat the stability issue for the determination of surface
cracks. We shall prove stability estimates for the determination of a finite family
of surface cracks. Then, in Section 6.1, we shall obtain Lipschitz stability results
for the determination of a single linear surface crack.

We begin by stating the assumptions on the data and the a priori conditions
on the unknown cracks for the determination of a multiple surface crack.

Assumptions on the domain

Let Q be a bounded, simply connected domain in R? and let its boundary 02
be a simple, closed curve which is Lipschitz with positive constants §, M. We
also assume that the diameter of 2 is bounded by a positive constant L.

We recall that from the assumptions on €2, we can find a constant M; depending
on ¢, M and L only such that for all zp, z; belonging to 092 the following
inequality holds

1engthaQ (ZQ, Zl) S M1|Z() - Zl|. (61)

Assumptions on the background conductivity

Given A, A > 0,let A = A(z), z € , be a 2 X 2 matrix with bounded measurable
entries which verifies (2.2).

Assumptions on the boundary data

Let 70, 71, 2 be three fixed simple arcs in 92 such that
dist(vyi,v;) >0, 4,7=0,1,2,40# j. (6.2)

75
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Let us fix three functions 79, 71, 72 € L?(09Q) satisfying (4.2) for a given
constant H.

We prescribe the current densities on the boundary 1, 12 as in (3.1) and
we have that [, ¢; = 0 for every i = 1,2 and that [|¢)]| 200y < 2H for every
i=1,2.

Assumptions on the measurements

Let Tg C 02 be a subarc whose length is greater than 4.

A priori information on the multiple surface crack

A multiple surface crack ¥ in Q is a finite collection of (not empty) surface-
breaking cracks o;, 7 = 1,...,n, n > 1, in Q. For any surface crack of %,
oj, let V; be its surface tip. Given constants 6 > 0 and 0, 0 < 0 < 7, we
prescribe the following condition. There exists two angular sectors Sy, So of
radius d, amplitude 6 and vertex V; which are contained in Q\o; such that
any curve contained in B;s(V}) connecting two points 21, z2 belonging to Si, Sa
respectively has to cross either 02 or o;. Moreover we shall assume that there
exists a constant d; such that we have

dist(z,00) > 61 for any z € g; : |z — V| > 0. (6.3)

We shall describe the regularity assumptions on the multiple surface crack
¥ in the hypothesis of Theorem 6.1.

For any i = 1,2, let u; € WH2(Q\X) be the weak solution to the following
Neumann type boundary value problem

div(AVu,;) =0 in Q\X,
AVu; -v =0 on either side of 05, j =1,...,n, (6.4)
AVu;-v=1p; on 09,

where v denotes the unit normal, with the outward orientation when on 0.
More precisely we mean that u; satisfies

AVu; -V = ;o for every ¢ € WI’Q(Q\E). (6.4,)
o\Z N

If ¥ = (J;%, 0/, m > 1, is another multiple surface crack satisfying the a
priori information, we denote by u} the solutions to (6.4) when ¥ is replaced
by X'.

The set of constants 6, M, L, X\, A, H, # and §; will be referred to as the a
priori data.

We are now in position to state the main theorem of this chapter.

Theorem 6.1 Under the previously stated assumptions, let € > 0 be such that

max llui — wil| Lo (ry) < €, (6.5)
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then the following results hold.

(I) Suppose that the two multiple surface cracks are Lipschitz families of simple
open curves with constants §, M, then

du(Z,Y) <w(e), (6.6)
where w : (0, +00) — (0,400) satisfies
w(e) < K(log|loge|)™"  for everye, 0 <e < 1/e (6.7)

K, B> 0 depending on the a priori data only.

There exists a constant €9 > 0, which depends on the a priori data only,
such that if we have € < g¢ then the number of connected components of ¥ and
Y is the same, let us say equal to n, and, possibly after rearranging their order,
we have

dp(oj,05) <w(e) foreveryj=1,...,n, (6.8)

w wverifying (6.7).

(IT) We assume that the two families of simple open curves constituting ¥ and
Y respectively are RLG with constants 6, M.

Furthermore we assume the following technical condition. If Vi and V| are
surface tips of the surface cracks o C X and o' C X' respectively such that
Vi — V]| < §/4, then we may find a Cartesian coordinate system (x,y) with
origin in Vi satisfying for given constants 6y and 61, 0 < 61 < 6y < 7, these
properties

(i) with respect to these coordinates o and o’ are Lipschitz graphs with con-
stant M in Bs(V1);

(i) the angular sectors Py and Py with vertex in V1, bisecting line l = {(z,y) :
x>0,y =0}, radius 6/2 and amplitude 6y and 01 respectively verify

PyCQ and (B(;/Q(Vl)ﬁE)CPl; (69)

(#3) the angular sectors P} and P| with vertex in V], bisecting line parallel to
I, radius §/2 and amplitude 0y and 61 respectively verify

PycQ and (Bsp(V)NY')cC P (6.10)

Then the two multiple defects satisfy (6.6) with w : (0,+00) — (0,+00)
dominated as follows

w(e) < Kq|loge| P for everye, 0 <e < 1/e (6.11)

and K1, 1 > 0 depend on the a priori data and on 6y and 61 only.

We may find eg > 0 depending on the a priori data and on 6y and 6,
only such that if ¢ < eg, then ¥ and X' have the same number of connected
components, and, again after rearranging their order, we have (6.8) with w as

in (6.11).
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(III) If, for some k = 1,2,... and some o, 0 < a < 1, the families 0;, j =
1,...,n, and o], | = 1,...,m, are C** with constants §, M then ¥ and %'
verify (6.6), w as in (6.11) with K1, 81 > 0 depending on the a priori data and
on k and « only.

Again, we may find €9 > 0 depending on the a priori data, on k and on
a only, so that assuming € < gg both X and ¥’ have n connected components.
Moreover, if we order them in a suitable way, we have (6.8), w as in (6.11), Ky,
81 > 0 depending on the a priori data and on k and o« only. Furthermore, for
any j = 1,...,n, there exist reqular parametrizations z; = z;(t) and 2 = z(t),
0<t<1, ofoj and a;- respectively such that for every &, 0 < & < «,

125 — 2l orag,) < Kow(e)lom /e, (6.12)

with w bounded as in (6.11) and Ko depending on the a priori data, on k, on «
and on & only.

First of all we shall assume that the hypothesis of Part (I) of Theorem 6.1
are satisfied and we obtain some properties of our multiple surface crack. We
remark that, in Theorem 6.1, the assumptions of Part (II) or Part (III) are
stronger that those of Part (I). The multiple surface crack ¥ (and clearly also
Y') satisfies (2.35)—(2.38) with constants depending on ¢, M and L only. We
recall that this means that we have lower and upper bound on the length of o,
for any j = 1,...,n, that there exists a constant d2 > 0 depending on §, M only
such that

dist(0y,0;) > 02 for every i # j (6.13)

and that
n < N, (6.14)

n being the number of surface cracks composing ¥ and N being a constant
depending on §, M and L only.

We wish to notice that our a priori conditions imply also that there exists a
constant M depending on d, # and 6; only such that forany z € 0,5 =1,...,n,
we have

dist(z, 0Q2) > Mymin{d, |z — V;|}. (6.15)

For the time being we fix ¢,j € {0,1,2}, ¢ # j, and we define ¢ = n; — ;.
Let us consider the antiderivative along 92 of 1

w(s) = [ w(s)ds

the indefinite integral taken, as usual, with respect to arclength on OS2 in the
counterclockwise direction. The function ¥ is defined up to additive constants
and, by (6.1), satisfies

|W(z0) — W(z1)] §H1|2’0—Z1|1/2 (6.16)

for any zg, 21 € 02, where H; depends on the a priori data only.
We shall denote by u the solution to (6.4) with % in place of ;, that is the
solution to the following

div(AVu) =0 in Q\X,

AVu-v=20 on either side of 5, j =1,...,n, (6.17)
AVu-v=1  on 0.
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By Proposition 3.3 or by observing that Q\X is simply connected, we know
that there exists a global stream function v associated to u and that v satisfies

div(BVv) =0 in Q\X,
v=c¢j onoj;, j=1,...,n, (6.18)
v=U on 0,

where B = (det A)~' AT ¢; are unknown constants and V¥ is the antiderivative
of 9.

We shall also consider the complex valued function f = u+iv which is clearly
k-quasiconformal with & depending on A and A only.

We shall need the following construction. We recall that a bi-Lipschitz map
X is a homeomorphism such that x and its inverse belong to W1 °°.

Lemma 6.2 Let Q be a simply connected bounded open set which verifies the
assumptions on the domain stated before and let ¥ be a multiple surface crack
in Q0 which satisfies the a priori information and the assumptions of Part (1)
of Theorem 6.1. Then there exists a sense-preserving bi-Lipschitz map x from
O\X onto B1(0) such that the W -norms of x and its inverse are dominated
by constants depending on the a priori data only.

Proof. See Lemma 4.4 for an analogous procedure. O

We denote f = fox ! We can apply to f the Representation Theorem 2.2
and we obtain that f = F o x; where y; is a homeomorphism from Bi(0)
onto itself such that x; and its inverse are Holder continuous, with constants
depending on the a priori data only, and F' is holomorphic. Let us set F' = U+iV.

By (6.16) and by classical results of regularity theory we obtain that V is
Hélder continuous up to the boundary of B;(0). By Privaloff’s Theorem (see
[19, Part II, Chapter 6, Theorem 5, page 279]) we have that also U is Holder
continuous up to the boundary of B;(0).

By this property, by the regularity of x and x; and by the fact that v is
constant on each o, j = 1,...,n, we have that v is Holder continuous on Q with
constants depending on the a priori data only whereas u is Holder continuous
with constants depending on the a priori data only with respect to the geodesic
distance in (see Definition 4.2 for a rigorous definition of Q and of its geodesic
distance).

Lemma 6.3 Under the assumptions of Part (I) of Theorem 6.1, let u be the
solution to (6.17) and let v be its stream function, solution to (6.18). We nor-
malize v in such a way that

maxv = 1. (6.19)
%
Then we have that
dist(z, (X)) < C1(1 — v(z))™ for any z € Q, (6.20)

where C7 and a1 > 0 depend on the a priori data only.

Proof. With the notations introduced before, we have that F' is Holder con-
tinuous up to the boundary of B;(0), with constants Cs and as, 0 < ag < 1,
depending on the a priori data only.
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By the assumptions on the boundary data and by (6.19), we have that 0 <
V <1 and both 0 and 1 are attained by V' on the boundary of By (0).
Let 0 <7 < 1. Let m(r) = infp (o) V and M(r) = supp, (o) V. By Harnack’s

inequality we have
1 2
M) < (1) o

147
1—r

2
1= < (150) 0= ar6)

We can find rg, 0 < rg < 1 depending on the a priori data only, such that
Co(1 — rp)*2 < 1/2. Without loss of generality we restrict our analysis to the
case r > ro. For these r we have that m(r) < 1/2 < M (r).

So we have

m(r) > 1/8(1 —r)?%
M(r) <1—1/8(1—r)%

Fix n € (0,1) and let z € Q be such that v(z) > 1 — 7 then w = (x1 © x)(2)
is such that V(w) > 1 — ), hence |w| > 1 — 2(2n)'/2, that is dist(w, dB;(0)) <
2(2n)1/2.

Since x ™+ o xfl is Holder continuous up to the boundary of B;(0), with
constants depending on the a priori data only, we obtain the conclusion. (Il

1

Let u be the solution to (6.17) and u’ the solution to the same problem when
3 is replaced by Y¥'. Let v and v’ be their stream functions respectively.

We denote & = W +iZ = u —u +i(v—2") : Q\(ZUX) — C. We may
normalize v and v’ in such a way that (6.19) holds and therefore Z is identically
zero on 0f). We have also that |W| < 2e on T'g, that is ® satisfies the following
Cauchy type problem

Oz = ud, +v®, in Q\(TUY),
1| < 2 on T, (6.21)
P =0 on 0,

where |p| + |v| <k < 1.
Our aim is to estimate |Z| in terms of e.

Proposition 6.4 Assume all the hypotheses of Part (I) of Theorem 6.1 are
satisfied. Let us fix z9 € X'. There exists i, j = 0,1,2, i # j, such that if
Y =mn;—n;, u is the solution to (6.17) and u’ is the solution to the same problem
when X is replaced by X' and v and v’ are their stream functions respectively,
both normalized in such a way that (6.19) holds, then we have

11— v(z0)| < nle) (6.22)
where 1(€) is a positive function on (0,+00) that verifies
n(e) < Kz(log|loge|)™2  for every e, 0 < e < 1/e. (6.23)

Here K3 and (B2 are positive constants depending on the a priori data only.
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Proof. By shrinking I'y if necessary we may assume that the distance of T'g
from any surface point of ¥ and ¥’ is greater than a constant d3 > 0 depending
on the a priori data only.

As in the proof of Proposition 4.11, we construct so-called h-tubes beginning
at Fo.

We say that z is h-accessible if it belongs to the closure of an h-tube contained
in Q\(X UY'). We define G, the set of h-accessible points of G.

Again by the technique used in Proposition 4.11, we have for any z € G,
and any h, 0 < h < hg, the following estimate

(6.24)

exp(—Cs/hz)
Cy + E)

[v(z) —v'(2)] < C3h™ + (Cy +¢) <

with constants C3, Cy, Cs, hg > 0 and a3, 0 < a3 < 1, depending on the a
priori data only. We recall that here a3 is the Holder exponent of the Holder
continuity of v.

Let us introduce, as before, K}, as the set of points constituting the interior
endpoint of a curve 7 such that 7, is an h-tube contained in Q\(XUX’). We have
that K}, is simply connected. Let us consider its boundary 0K} and its subset
ap = {z € 9K}, : dist(z, X UX’) = Mah}. Let B), be a connected component of
ap. We have that for any z € 3}, there exists a point w belonging to either ¥ or
>’ such that |z — w| = Myh. We fix an arbitrary point z € §;, and take a point
w € YUY satisfying |z — w| = Mah. Without loss of generality we may assume
w € X. We may choose 1 in such a way that v(w) = 1.

Then, by the same technique used in the proof of Proposition 4.11, there
exists a collection of cracks (possibly depending on h) such that any point
belonging to (B, has a distance of Myh from a point belonging to this collection
and the following is satisfied. If ¢ is the constant value of v (or respectively v')
on any crack belonging to ¥ (respectively to ¥’) contained in this collection
then we have, for every h, 0 < h < hy,

g
Cy+e

exp(—Cs/h2)
) (6.25)

|1 —Cl < Cgh™® + (C4+€) (

where Cy depends on the a priori data only.
Therefore we obtain that for any z € 3,

exp(—Cg,/h2)
Cy + E)

[0(2) — 1] < Coh + (Ca + <) <

and

exp(—Cg,/h2)
v(2) = 1] < Ch* + (Cy+¢
| ( ) | >~ L7 ( 4 ) 04 +e
Cr depending on the a priori data only.

Given this result we proceed as follows. We may find two points z1, z2 belong-
ing to B, and two points wy and wy belonging to I such that |z; — w;| = Mah
for any ¢ = 1,2 and the following property is verified. If we call I's the subarc of
0N} connecting wy to wy whose intersection with I'y is empty, then the domain
@, bounded by the curve obtained by joining 0, the segments connecting z; to
w; and T'y, is contained in Q\G}, and contains the collection of cracks described
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before. We shall call I'; the subarc obtained by removing from 02 the subarc
I'; and Q' the domain Q\Q.

By our previous considerations and by the Holder continuity of v, we imme-
diately infer that for any z € 0Q\0N and every h, 0 < h < hg, we have

exp(—Cs/h?)
[0(2) = 1] < Csh™ +(Cs +) (o)

o p? (6.26)

exp(—Cs/h~)
[v'(2) = 1] < Cshes + (Ca +€) (o552

Cy+e

Cs depending on the a priori data only. These last equations hold also for w;
and ws.

Then we consider the values attained by ¥ on I'; and I';. We have that, by

our assumptions on the boundary data, either for any z € I'y or for any z € I'y

oxp(~C5/h?)
) (6.27)

— < as
[T(2) — 1] < Cgh®® + (Cy +¢) <C4+5

From this we infer that, by the maximum principle, given the fact that v is a
single valued stream function satisfying a no flux condition, (6.26) holds either
for any z € Q or for any z € Q’.

Next we consider the following reasoning. We have that Q' contains G}, and
hence, by the properties of I'g and by the a priori information on the multiple
surface cracks, contains a set of points (at least for h small enough) whose
distance from 0Q U X U X' is greater that d4 > 0, 4 depending on the a priori
data only.

We fix zg € ¥’ and we set h(e) as we did in the proof of Proposition 4.11. We
have that zy belongs to one of the domains () we have constructed before. Hence
by our previous arguments we may choose 9, ¢ depending on @), such that (6.26)
holds with h = h(e) either for any z belonging to @ or for any z belonging to
Q'. However this second possibility can not occur if € is small enough. In fact,
by Lemma 6.3, we would obtain that for any z € Q' the distance from 9Q U X
would be less than a function 7; () where 1 () is a positive function satisfying
(6.7) with constants depending on the a priori data only. And this, if € is smaller
than a constant depending on the a priori data only, contradicts the fact that
we have points belonging to @’ whose distance from 9QU X U Y is greater that
04 > 0.

So the conclusion follows. O

Proof of Part (I) of Theorem 6.1. Let us fix o/ C X'. Let us call V' the
surface tip of o/. We take zg € o’ and let p = dist(zg, X). We choose ¢ as in
Proposition 6.4.

Then by Lemma 6.3 we have that dist(zg, 0(Q\X)) < Cin(e)**. So we obtain
that either p < Cin(e)* or dist(zg, 0Q) < Cin(e)*r.

In this second case, for € < g1, €1 > 0 depending on the a priori data only,
we have that 2o € Bjo(V').

Let us assume |zg — V'| > A%n(s)o‘l, My as in (6.15). Then by the a priori
information on ¥', in particular by (6.15), we have that dist(zg, 9) > Cyn(e)*
and so we obtain that p < C1n(e)®*. Hence there exists a constant Cg depending
on the a priori data only such that for any z € ¢’ we have dist(z, X) < Cgn(e)*.
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The proof then follows by considering any connected components of ¥ and
by reversing the role of ¥ and Y. (Il

Let us proceed now to the proof of Part (II) of Theorem 6.1. With the
additional information on the multiple surface cracks, with the aid of the results
developed in Section 2.2, we are able to refine the result of Proposition 6.4 and
hence to obtain Part (IT) of Theorem 6.1.

Proposition 6.5 Under the assumptions of Part (I1) of Theorem 6.1, for any
zo € X/ there exists = n; —n;, 1,5 € {0,1,2}, i # j, such that if u solves
(6.17) and v’ solves (6.17) when X is replaced by ¥’ and v and v’ are their
stream functions, normalized such that v =v" on 0Q and (6.19) holds, we have

|1 —v(20)| < Kylloge|™P  for everye, 0 <& < 1/e, (6.28)

where K4 and B3 are positive constants depending on the a priori data and on
0o and 6, only.

Proof. The idea of the proof is similar to the one used to prove Proposition 4.12.
The main difference is that in the case of surface cracks is more difficult to
estimate |v — v’| near the surface tips of the cracks.

We shall consider the following construction. First of all, by Part (I), we
may assume, without loss of generality, that the two multiple cracks have the
same number of connected components, let us say equal to n. We may also
assume that we may order them so that (6.8) holds with w(e) which is less than
d2/4, 02 as in (6.13). In this way for any connected component o of ¥ we may
find o/, a connected component of ¥’; such that dg(o,0’) < §3/4 and any other
connected component belonging to any of the two multiple cracks has a distance
from o and ¢’ greater than d2/2. In this way we identify n different couples of
cracks, one of them belonging to ¥ and the other belonging to ¥’. By this lower
bound on the separation distance of these couples, we are able to treat them
indipendently one from each other.

We fix 29 € ¥/ and we take the couple o and ¢’ to which 2o belongs. Let
V1 and VY be the surface tips of o and ¢’ respectively. Let I'; be the subarc of
00 connecting V7 to V{ whose intersection with T’y is empty. It is not difficult
to choose ¥ in such a way that ¥|p, = 1 = maxgg ¥. We recall that we have
normalized v and v’ in such a way that v = v’ = ¥ on 09.

With these considerations in mind, we may assume, for the sake of simplicity,
that ¥ and ¥’ are composed only by one connected component, namely the
couple o and ¢’. Then we may proceed as in [37] and by the same construction
the multiple cracks case follows easily. Let us recall the construction developed
in [37].

Let G be the connected component of Q\(¢c U ¢’) such that I'y C dG. We
recall that we have chosen ¢ such that the value of ¥ on I'; is equal to 1 and to
maxggo V. Since v = v’ = ¥ on 9N, we have v|, = 1 = v'|,/, so, by the maximum
principle, it is enough to prove the following estimate

lv(z) — v (2)| < K4|loge| =P, (6.29)

for any z € 0G.
Our aim is the following. Assuming dg (o, ¢’) small enough, then for any
z € 0G we would like to find an open set S C G, whose shape is given and
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whose size depends on the a priori data only, such that z € 9S and there exists
7, a subarc of 95, such that for any w € v we have dist(w, dG) > F;, where E;
is a positive constant depending on the a priori data only.

Therefore, with essentially the same procedure used to obtain (4.44), we
could deduce the following estimate

|f(w) — f(w)] < Eze™  for any w € 7, (6.30)

where Fs and ay4, 0 < ay < 1, depend on the a prior: data only.

Then, since the shape of S is known, by the same kind of procedure used in
the proof of Proposition 4.12 we shall obtain (6.29) for any z € 0G.

We remark that, in the case of interior cracks, by the aid of Lemma 2.12, we
were able to choose as S a suitable angular sector with vertex in z and given
radius and amplitude. In the case of surface cracks, for points which are near
the crack tips of the two cracks, the construction of such a domain S, which is
the essential part of the proof, is obtained as follows (see also Figure 6.1).

By Part (I) of Theorem 6.1 and Lemma 2.12, we can assume, without loss of
generality, that there exist constants pg > 0 and 03, 0 < 65 < 7, depending on
the a priori data only, such that for any z € (cUc”) we can find an open angular
sector Sy of radius pp, amplitude 05 and vertex in z such that Sy N (cUc’) = 0.

However, if z is near to one of the surface tips then Sy may be crossed by
09 In order to solve this difficulty we shall consider the following construction.

We note that, without loss of generality, we suppose that [V; — V{| < §/4.
Then by recalling the assumptions and the notations introduced in Part (II)
of Theorem 6.1, we may find a coordinate system (z,y) such that properties
(i)—(#1) are satisfied. Then by (6.9) and (6.10) it is not difficult to show that
we may construct two angular sectors P, and Pj contained in G, with the same
radius and amplitude depending on 6y and ¢, only, whose vertex is V; or VY
respectively and whose bisecting line intersects the z-axis with an angle of ¥,
and —1 respectively, 0 < |[¢1| < 7/2 depending on 6y and 6; only.

Let v and 4’ be the circular arcs contained in P, and 9Py respectively. We
may assume, shrinking P, and Pj if necessary, keeping, however, their vertices
and bisecting lines as before and the dependence of their radius p; > 0 and
amplitude 92, 0 < P9 < 7, on the a priori data only, that for any w € YU~ we
have dist(w, 0G) > FE3, where E3 > 0 depends on the a priori data only.

We have already remarked that for any z € 0 U ¢’ we can find the angular
sector Sy of radius pg, amplitude 05 and vertex in z such that Sy N (cUc’) = 0.
Furthermore there exists 5 > 0, depending on the a priori data only, such that
if z € Bs;(V1) N (0 Uo’) then we can choose Sy such that, in the coordinate
system introduced before, its bisecting line is parallel to the y-axis.

There exists a constant dg, 0 < dg < d5 depending on the a priori data only,
such that for any z € (0 U o) satisfying |z — V1| > d¢ we have dist(z, 092) > Ej,
where E4 > 0 depends on the a priori data only. So we may find constants
p2 >0, 0s,0< 03 <m, and E5 > 0, depending on the a priori data only, such
that for any z € (o U ¢’) verifying |z — V1| > J6 there exists an angular sector
S C G with vertex in z, radius p2 and amplitude 63 such that if v is the circular
arc contained in 05 then for any w € v we have dist(w, 0G) > FEs.

Let z € (0 Uo’) such that |z — V4| < d¢. Let us consider the angular sector
Sy defined before, with vertex in z and whose bisecting line is parallel to the
y-axis. This bisecting line intersects the bisecting line either of P, or of Py, let us
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say without loss of generality P». Let S1 be the connected component of S\ P
which is adherent to z. Let S be the region obtained by the union of P, and S;.
In this case we shall denote by ~ the circular arc contained in 9P;.

Figure 6.1: construction of domain S for a point close to the crack tips.

We can find p3 > 0 such that for any r, 0 < r < ps, the set {z € Q :
dist(z, 00U o) > r} is connected. Here p3 depends on the a priori data only.

Let us take ps = (1/2) min(ps, E3, E5). Let us also assume, by Part (I) of
Theorem 6.1, that dg(o,0") < ps/4. In such a way we have (Q\0),, C (G),,/2-
Observe that py was chosen in order to have that for any z € o Uo’ if S and v
are as described before then v C (Q\0),,.

Let z € 0 Uo’ and S and + be constructed as before. We have that (6.30)
holds for any w € « with constants depending on the a priori data only. To
estimate |v(z) — v'(z)| we shall apply to the domain S the generalization of the
harmonic measure technique developed in the proof of Proposition 4.12.

The estimate from below on w, the £4,-harmonic measure of v with respect
to S, will be made in the same way as in the proof of Proposition 4.12 if the
domain S is an angular sector. However, if z is near the surface tips and S is,
essentially, the union of two angular sectors, P, (or Pj) and S, then we can
construct a sequence of discs which satisfies the same qualitative properties as
the one used in the case of the angular sector to evaluate w from below.

Therefore, by using the same technique considered during the proof of Propo-
sition 4.12, one can obtain (6.29) with constants depending on the a priori data
only for any z € o U . O

Proof of Part (II) and Part (IIT) of Theorem 6.1. The Part (II) follows
immediately from Proposition 6.5 and Lemma 6.3 by the reasoning used to prove
Part (I).

About Part (III), we notice that Part (I) and Corollary 2.11 allow us to
assume, without loss of generality, that ¥ and ¥’ are RLG. We need only to
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prove that, if dg (3, Y’) is small enough then the additional technical condition
assumed in Part (II) of Theorem 6.1 is satisfied.

Let us fix the cracks o C ¥ and ¢’ C ¥ and let V5 and V] be their surface
tips respectively. By the same kind of reasoning already used many times, we
have that either |V4 — VY| is greater than §/4 or, by Part (I), |[Vi — V{/| may
be assumed smaller than any given positive constant provided that ¢ is small
enough. We assume that |V; — V{/| < §/4. Let 75 be the unit vector which is
tangent to o in V5. Let us choose a Cartesian coordinate system (zx,y) such that
V1 =(0,0) and 79 = (1,0). Finally, let [ = {(x,y) : « >0, y = 0}.

Then by the C*® regularity assumptions on the two cracks, we can find
ry > 0, M3 and ¥3, 0 < 93 < m, depending on the a priori data, on k and on
a only, such that the following holds. The curve ¢ is a Lipschitz graph with
constant M3 in B, (V1) with respect to the coordinates (z,y) and, if Py and P,
are the angular sectors with radius r1/2, vertex in Vj, [ as bisecting line and
amplitude ¥3 and ¥3/4 respectively, we have

Py cQ and (BTI/Q(Vl)mU)Cpl. (631)

Let V{ = (x1,y1) be the surface tip of ¢’ and let us consider the translation
map g : R? — R2 so defined

9((z,y)) = (x + 21,y + y1).

Let Pj and P| be the image through g of Py and P; respectively.

By the C%© regularity assumptions on the two cracks, Part (I) of Theo-
rem 6.1 and Lemma 2.10 we may assume, without loss of generality, dg (o, 0’)
small enough in order to ensure that [V; — V{| < r1/4, ¢’ is a Lipschitz graph
with constant M3 in B,, (V1) with respect to the coordinates (x,y) and

PycQ and (B, ,2(V{)No')C P (6.32)

So the assumptions of Part (II) are satisfied and the conclusion follows. O

6.1 Lipschitz stability for the determination of
a single linear surface crack

In this section we shall prove some Lipschitz stability estimates for the deter-
mination of a single linear surface crack in a homogeneous conductor.

Given the positive constants o, 0 < a < 1, M, §, L, H, 61 and 2, which as
usual will be called the a priori data, let us consider the following assumptions
on the data and a priori information on the unknown linear surface crack.

Assumptions on the data

Let € be a simply connected bounded domain contained in R? such that 99 is
a C%e simple closed curve such that if z = 2(s), 0 < s < [, is the arclength
parametrization of 02 then

[2llo2ap0y < M. (6.33)
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Moreover for any z € 0f2 there exist two circles of radius d, which are tangent
in z, one contained in the closure of €2 and the other in its complement and we
also assume that the diameter of 2 is bounded by L.

We shall assume that the conductor is homogeneous, that is the background
conductivity is the identity matrix.

Let 40, 1, 2 be three fixed simple arcs in 0f2 such that

diSt(’Yia’Yj) > 53 1,J = 0,1,2,4 # J- (634)
Let us fix three functions 79, 171, 72 € C*(9Q) such that for every j =0, 1,2

n; > 0on 08 supp(n;) C ;3

6.35
Joami =1L millcreo0) < H. (6.35)

Then, as usual, we prescribe the current densities on the boundary as ¥' =
no — 11, Y2 = 0o — N2 and ¥* = gy — 1 (= ! —1b?). The function ¥, i =1,2, 3,
will denote the antiderivative of 1?. By the regularity of the domain and the
current densities, for any i = 1,2,3, ¥' is a C%*(99) function whose norm is
bounded by a known constant.

A priori information on the single linear surface crack

For what concerns the_linear surface crack og we shall assume that o is a line
segment contained in Q with endpoints Vo and Wy such that g N 9Q = {Vo},
§ < |Vo — Wy| < L and if v is the outer normal with respect to Q at the point
Vo, then
|(Wo — Vo) - v
RE0Z 0 s 5. 6.36
[Wo — Vol (6.36)

Moreover we assume that if z € og, |z — Vp| > §/2, then

dist(z, 0Q) > 65 > 0. (6.37)

For any i = 1,2, let uj € WH2(Q\op) be the weak solution to the following
Neumann type boundary value problem

Aul =0 in Q\oo,
Vuh-v =0 on either side of oy, (6.38)
Vulh v =1" on 99,

where v denotes the unit normal, with the outward orientation when on 0€.
We shall obtain the following two results.

Theorem 6.6 Under the previously stated assumptions let oy and o1 be two
linear surface cracks whose surface points coincide. Let ul be the solutions to
(6.38) and u} the solutions to (6.38) where o is replaced by oy.
Let Ty be a simple arc whose length is greater than § contained in 0f2.
Then there exists a constant K depending on the a priori data only such that

dp (00, 01) < K max |Jug — ui|z2(ry). (6.39)
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Remark 6.7 In the hypothesis of Theorem 6.6, the surface point of the two
cracks could be unknown. If we assume knowledge of the position where the
fracture reaches the boundary then one suitable chosen measurement is suffi-
cient to have a stable determination of the crack. In fact we have the following
corollary.

Corollary 6.8 Under the assumptions of Theorem 6.6, if Vi € OS2, the surface
point of og and o1, is known then, choosing ' such that dist(supp(¥!), {Vo}) >
0, we have

dr(00,01) < K|lug — uillzzry), (6.40)

where K depends on the a priori data only.

Theorem 6.9 Under the previously stated assumptions let oy and o1 be two
linear surface cracks. Let ul be the solutions to (6.38) and u' the solutions to
(6.38) where oq s replaced by o;.

There exists a constant K depending on the a priori data only such that

dr(00,01) < K max [uh = uillz200)- (6.41)

For the time being we assume the hypothesis of the Theorem 6.9 holds (that
is we do not know the surface point of the crack) and we suppose to have mea-
sured the potentials on I'y, a subarc of 9 of length at least §. At the end
of the section we shall see how the additional information (either the location
of the surface point or the error on the measurements on 9Q\I'g) allows us to
prove Theorem 6.6 and 6.9 respectively. Due to the different behaviour of the
electrostatic potential u, the solution to (6.38), near the interior and near the
surface endpoint respectively, Proposition 6.11, we shall use two different meth-
ods whether the Hausdorff distance between the two linear cracks coincides with
the distance between the two interior endpoints or with the distance between
the two crack tips. In the first case we shall follow the scheme developed in [7]
for interior linear cracks, the main novelty being in the fact that the one pa-
rameter family of diffeomorphisms constructed in Lemma 6.12, which will allow
us to evaluate the derivative of the potential uj with respect to the crack oy,
depends on the portion of 02 where the crack tip is located. In the second case
a different argument will be developed, see the proof of Theorem 6.9, page 95.

Remark 6.10 First of all let us recall that under the hypothesis described
above we have

dn(oo.01) < w (o~ e ) (6.42)

where w : [0, +00) — [0,+00) is a known continuous increasing function such
that w(0) = 0. In fact we have obtained previously in this chapter a stability
estimate of this kind, where the error on the measurements was given in the
L*°-norm. By the regularity assumptions on the domain and the conductivity
we can deduce the same result with the error in the L?-norm. We can find a
smooth subdomain 5 of Q such that dist(Q1, 00 Uo1) > d3 and 9 intersects
Ty on a subarc I'y of length at least d5. Here d3 depends on the a priori data
only. By the use of the harmonic conjugates, whose values on 02 coincide with
Wi and of classical regularity estimates we have that u} and ui on I'y are of
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class C*® and we also have an upper bound on the C'**-norm on I'; of the
tangential derivative of (uf — u}). With the aid of the interpolation inequality

||U6 - uli”LOO(Fl) < O(Hué - Uli||H2(P1))1/2(HU6 - uli||L2(l“1))1/2

we can find a constant C; depending on the a priori data only such that

lug = wi | oo qryy < Cr(llug — uillzz,) >,

By Remark 6.10, taking ¢ = max;—1 2 ||uf — u}||r2(r,) small enough we can
assume, without loss of generality, that there exists a positive constant d4 such
that |Vo — Vi| < é4, dist(To, {Vo,V1}) > 64 and there exists ¢ € {1,2,3} such
that the following holds

dist(supp(¥?), {Vo, V1}) > 64 and Ui (Vp) = U/(1}) = max Ti=1. (6.43)

We denote ¢ = 9%, i as in (6.43), and we drop from now on all the su-
perscripts. In fact the Cauchy data corresponding to this current density are
enough to obtain the stability estimate.

In the next proposition we want to describe the behaviour of uy along the
crack og. We shall prove that, at the inner endpoint Wy, |Vug| has a singularity
of the type z~1/2 whereas at the surface endpoint V; the function ug has a jump
discontinuity across the crack.

Proposition 6.11 Let ug be the solution to (6.38) where 1 is replaced with v,
¥ verifying (6.43). Then there exist positive constants Cy and p, depending on
the a priori data only, such that

|Vuo(2)| > Calz — Wo| Y2 for every z € B,(Wo)\oo, (6.44)

and also

luo(Vo") —uo(Vg )| = Coa, (6.45)

where uo(Vyh) and uo(Vy) denote the limit values of ug approaching Vo from
either side of og.

Proof. We recall that, as usual, we denote by vy the harmonic conjugate to wug.

First of all we choose a coordinate system such that Wy = (0,0) = 0 and
Vo = (1,0),1 > 0. Let g(2) = v/z. The domain Q; = g(2\oy) is simply connected
and its boundary is composed by the segment line s connecting the points
P = (—=1,0) and Q = (v/1,0) and a C** simple curve ~ connecting the same
endpoints P, Q.

Let @o(z) = wuo(2?). At this point we want to note that by wuo(V, ) and
uo(Vyh) we mean iig(P) and 7ig(Q) respectively.

Since the angle between v and s at P and ) can be controlled by known
constants we can deform € by a bi-Lipschitz map x; such that Qs = x1(Q)
is a domain whose boundary is a C*“ simple closed curve and x;(z) = z for
any z outside suitable neighbourhoods of P and Q. Then by a C%® conformal
mapping x2 we map s onto B1(0). Let P; and Q1 € 9B1(0) be the image
through 2 0 x1 of P and @ respectively and s; C dB1(0) be the image through
X2 o x1 of s. Furthermore we shall denote S = x2 o x1(0).
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Let us consider the change of coordinates y3 = y20x10g¢. Let tip = uo(x3 ")
and 0y = vo(x5 ). Then 7y satisfies in a weak sense in By (0) the elliptic equation
div(AVig) = 0 where A = A(z), z € B1(0), is a 2 X 2 uniformly positive definite
matrix whose entries are Lipschitz and such that A(z) = I for any z outside
B,, (P1) and B,, (Q1). The change of coordinates x1 can be constructed, without
loss of generality, in such a way that there exists a positive constant ps such
that the length of the arc so = s1\(Bap, (P1)U Ba,, (Q1)) is greater than ps and
S € so. We denote by P» and @2 the endpoints of ss.

We have that 0o|s s, (0) is & C?° function such that Ggls, =1 = maxpp, () Vo-
This implies, for instance, that ug is Hélder continuous, with constants depend-
ing on the a priori data only, with respect to the geodesic distance in Q\oy.

Then by Harnack’s inequality and Hopf’s maximum principle, there exists a
positive constant C3 such that

Voo -v(z) > C3  for any z € so. (6.46)

From (6.46) and from standard regularity theory we obtain that there exists
p3 > 0 such that

[Vio|(2) = |[Vig|(z) > C5/2 for any z € B,,(5). (6.47)

Then (6.44) follows easily by recalling that ug = @g(x2 0 x109) and g(z) = /z.
We denote by 7 the tangent to the boundary oriented in the clockwise di-
rection, that is 7 = —(v)*.
Then, since g is the stream function related to uy,

Vi - 7(z) > C5  for any z € sg (6.48)

and this implies that
o (P2) — 10(Q2)| = Cspa. (6.49)
Since Vi - 7(z) > 0 for any z € s, then |to(P) — to(Q)| > |t (P2) — Go(Q2)]
and so (6.45) follows from (6.49). O

Let o4, 0 < t < 1, be the following surface crack. Let P, = Vo +t(V4 —Vp) and
Wi = Wy + t(W7 — Wy). We shall denote by +; the segment line with endpoints
Wy and P;. Let r = {W;+s(P; — W) : s > 0} and let V; be the first intersection
point of  and 02. We denote by o; the linear surface crack with endpoints V;
and Wt.

Lemma 6.12 For any p > 0 there exist Cy, 65 > 0, depending on the a priori
data and on p only, such that, if di (oo, 01) < d5 then there exists a one param-
eter family of C*% diffeomorphisms (; : 2 — Q, 0 < t < 1, with the following
properties

(i) Ci(o¢) = oo for any t, 0 <t < 1;

(i) in B,(Wy), (¢ is the restriction of a complex linear function for any t,
0<t<1;

(i1) (e(2) = z for any z € Q\Bay(0o) and for any t, 0 <t <1,
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(i) ( is twice continuously differentiable with respect to t and we have

%Ct(z) = |Gi(2)| < Cudp(00,01), (6.50)
d2
ez’ ‘Ct ‘ < Ci(ds (00, 01))*. (6.51)

Proof. We follow the procedure described in the proof of Lemma 4.1 in [7], with
suitable adaptations near the surface tip.
Let 11 be the complex valued linear transformation

Vi—-W VoW1 — Vil

Tz = . 6.52
S A B T (7 (6.52)

Then we have Ty (0g) = 01. We set Ty = I + t(T1 — I) and we obtain that
T, (y) =0p forany t, 0 <t <1

|17, = 1|l < Csdr (o0, 0n)t (6.53)
and q
ET‘ =T/ '(I-T)T,", 0<t<l. (6.54)
We set
LWV
SR

Consider the Cartesian coordinate system such that Vo = (0,0) and v(Vp) =
(0,—1). By the assumptions on {2, there exists a known constant dg such that
90N Bs, (V) is the graph of a C*< function f, that is 90N Bs, (Vo) = {(z,y) €
By, (Vo) : y = f(2)}.

By the assumptions on the domain 2 and the a priori information on the
admissible cracks, in particular by (6.36), we can find an explicit constant d7 <
d such that, assuming dg (o, 01) < 07, if we set 2(t) such that (x(t), f(x(¢t)) =
V;, then [0,1] 3 ¢ — z(t) is a C? function such that

|£L'(t)| S CGdH(Uo,Ul), |$(t)| S Cﬁ(dH(Uo,Ul))2, (655)

where Cg depends on the a priori data only.
For any (r,s) in a suitable neighbourhood of the origin we can define, for
any t, 0 <t <1,

§i(r;8) = (r, f(r)) + 54

Locally near the origin & is invertible. Using (6.36) again, we can choose dg
in such a way that &', for any 0 <t < 1, is a 0> diffeomorphism of Bj, (V)
onto a neighbourhood of the origin. Remark also that &(r,s) belongs to € if
and only if s > 0.

Now we set ds as the minimum between p/2 and d¢ and we set J5 as the
minimum between d7 and dg/8. Assume dy (o9, 01) < d5.

For the time being we denote by I the interval [—dg, ds]. Let us fix a non neg-
ative smooth function n(t) : I — R whose support is contained in [—ds/4, dg/4]
and such that n(0) = 1.
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Let ¢ : I — I be defined as
oe(r) =r+x(t)n(r) for any r € I and for any t € [0, 1].
We have that ¢y is invertible, for any ¢, 0 <t <1, and for any r € [

d 4

Lo L e

< Crdulon,). | gter 0| < Crlduton ), (650

C7 depending on the a priori data only.
Let (r,s) = 50_1(:10, y). Then we define

Si(z,y) = & (pr(r), 5). (6.57)

We have that S, is invertible and S, ! locally transforms points belonging to
o into points of oy.

In order to obtain the desired change of coordinates ¢; we combine 7, *, S; !
and the identity map as follows.

Let ¢1 be a smooth, non negative function whose support is contained in
Bss (Vo) and such that ¢; = 1 in Bss,/4(Vo) and ¢2 be smooth, non negative
and such that its support is contained in Bss, /4(00) and ¢2 = 1 in By, /2(00).

We set

Co(2) = (1= 9oz + 621 — G1)T;" + 61577). (6.58)

It is easy to show that 7,7, by (6.53), and S; !, by construction, are per-
turbations of order dg(op,01) of the identity, hence it follows that (;(z) is
invertible.

By direct computation we can prove (6.50) and (6.51). The remaining part
of the result follows from the construction. O

We choose p, in Lemma 6.12, small enough to guarantee that ¢; is the identity
in a neighbourhood of T'y.

For any 0 <t <1 let ft = x3 o (s, where x3 is the change of coordinates
built in the proof of Proposition 6.11 in order to transform Q\o( onto Bi(0).

Let w; be any solution to the following problem

Awt =0 in Q\O’t,
Vwy-v =0 on either side of oy, (6.59)
Vw; -v=1 on 0f.

Set Wy = wy o 5{1. Then w; is a weak solution to

{ divA; @, =0 in By(0), (6.:60)

AV, -v =19 on dBy(0),

where A, for any t € [0, 1], is uniformly elliptic and bounded, with constants
depending on the a priori data only, and 15 is a smooth, zero average function
on 0B4(0).

We wish to remark that A; = I for any 0 < ¢ < 1 in a known neighbourhood
of S and outside a known neighbourhood of s;. We recall that, as in the proof of
Proposition 6.11, S and s; denote the image through xs of the interior endpoint
of oy and of oy itself, respectively.
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So A; is different from the identity in a region contained in a sector of an
annulus which we shall denote by K. Furthermore we have that for any ¢ € [0, 1]

‘At(z)‘ < Csdp(op,01) forae. z € K, (6.61)
and for any tg,t; € [0,1]
](Ato - Atl) (2)‘ < Cs(dp(00,01)) "ty — 11| for ae. € K. (6.62)
Here Cg depends on the a priori data only.

Remark 6.13 We wish to observe that the regularity of A; with respect to ¢
depends on the smoothness of 92 near the surface tips of the cracks o;. Assuming
o0 € C*>, A, is Holder continuous but not necessarily Lipschitz continuous
with respect to t. Hence we have estimated, (6.62), the Holder constants of Ay
instead of its Lipschitz constant as in [7].

We know that (6.60) admits a unique solution up to an additive constant.
We normalize such a constant for any ¢ by imposing

/ wy = 0. (6.63)
B1(0)

From now on @ will denote the particular solution satisfying (6.60) and
(6.63) and we set wy = Wy o (;.

Lemma 6.14 Let dy(og,01) < 65. Then the mapping [0,1] > t — w; €
H'(B1(0)) is differentiable and its deriwative v, is Holder continuous with re-
spect to t. Moreover there exists a constant Cy depending on the a priori data
only such that for any t € [0, 1]

HthHl(Bl(O)) S ngH(U()le)) (664)

and for any to,t1 € [0,1]
Og(dH(Uo,Ul))1+a|t0 —t1|a. (665)

thtg - UL’tl HHl(B1(0)) =

Proof. First of all it is easy to remark that there exists a constant Cyy such
that

|0 || 1 (B, (0)) < Cho- (6.66)

Then by (6.61) and (6.62) and by taking finite differences with respect to
t in (6.60) we obtain (6.64) and (6.65). See [7, Lemma 4.3] for an analogous
argument. ([l

Let ¢g = ug — wg and ¢ = u; — wi. Then we define
uy = wy + co + t(c1 — cp).

Lemma 6.15 Let di(og,01) < 5. Then there exists a constant Cy1 depending
on the a priori data only such that the following estimates hold

[l r2(ro) < Cr1du(00,01), (6.67)

ey — e, || L2(r) < Cr1(da(o0,01)) T [to — t1]*. (6.68)
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Proof. We consider the following procedure. First of all we prove the previous
estimates for w;. There exists an open and smooth neighbourhood U of Ty in
such that 5,5 on U does not depend on t and is a smooth diffeomorphism between
U and U; C Bl(O)

Since w;, =y o {;, then by formula (4.17) in [7] and Lemma 6.14 above we
obtain for a constant Cio depending on the a priori data only

|| () < Cr2dm (00, 01), (6.69)
e, — i, || () < Cra(dm (00, 00)) [t — 1] (6.70)
Hence we infer immediately
||| 2(ry) < Ci3da (00, 01), (6.71)
[tbee — e, || 22(rg) < Cra(dp(00,01)) T [to — t1]. (6.72)
It remains to evaluate c¢; — cp. We argue in this way. We have that
ler = col < Cra(l[ur — wollp2(rg) + w1 — wollL2(ry))-
By (6.71) and by our hypothesis on the error we have
ler — co| < Crale +du (00, 01)).

So without loss of generality we can assume |¢; — ¢ < Cy5dg (00, 01) and
this completes the proof of the lemma. O

We have obtained that [0,1] > t — u; € L*(T) is C® and by the Taylor
formula, (6.67) and (6.68) we have

up —ug = ug + R on Ty, (673)

where R satisfies
|R||p2(rg) < Cre(da(oo,01)) . (6.74)

Let us consider the following result.

Lemma 6.16 There exists a constant C17 > 0 depending on the a priori data
only such that if |[Wy — Wi| = dg (o9, 01) then

ol 2(ry = Ci7dE (00, 01). (6.75)

We defer the proof of this lemma to the end of the section and we prove the
two main theorems of the section.

Proof of Theorem 6.6. Since in the hypothesis of Theorem 6.6 we assume
Vo = Vi, |[Wo — W1| = dg (0o, 01) is clearly satisfied. Then by (6.73), (6.74) and

the previous lemma we obtain

lur — uollL2(ro)y > du (00, 01)(Ci7 — Ci6(da (00, 01))%).

Then by a simple application of Remark 6.10 we obtain the conclusion. ([
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Proof of Corollary 6.8. By hypothesis, we have that ¢! is such that (6.43)
holds. Hence the conclusion follows as in the proof of Theorem 6.6. O

Proof of Theorem 6.9. If |IW, — Wy| = dg (0, 01) then by the same method
described above we deduce the Lipschitz estimate. So, without loss of generality,
we assume |Vo — V1| = dg (o9, 01).

We recall that, by (6.45), for any j = 0,1, u; jumps at least of a constant
C> > 0 across the point V;. We recall also that in the proof of Proposition 6.11
we have proved that u; is Holder continuous, with constants depending on the
a priori data only, with respect to the geodesic distance in Q\o;.

Hence if |Vo — V4| = dg (00, 01), in a dg (oo, 01) neighbourhood U of Vi, ug is
Holder continuous and its oscillation, choosing for a known dg > 0 dg (09, 01) <
dg, on this neighbourhood can be a priori bounded by Cs/8.

On the other hand let us consider the subarc of 02 contained in U. This curve
is divided into two parts, 1 and 2, by Vi. Separately, u; is Holder continuous
on y; and 7 and its oscillation on any of these two curves can be bounded by
Cy/8.

Then for one of the two curves, say v1, we have

luo(z) — ui(z)] > Co/4  for every z € 7. (6.76)

Since the length of v; is of the same order of dg(og,01) we infer
o — w1 2(y) > Cisds (o0, 1) (6.77)
So the conclusion follows. O

Remark 6.17 We would like to notice that (6.77) implies that there exists a
constant C19 depending on the a priori data only such that

Vo = V1| < Cuglluo — w7290y

Also we remark that, by (6.45), there exists a constant ¢ such that if ||ug —
u1l|pe(p0) < €o then Vi = Vj and this should justify the quadratic estimate
above.

Proof of Lemma 6.16. The proof relies on the proof of Proposition 4.1 in [7],
with little modification.

First of all we claim that there exist rg, Coo > 0, depending on the a priori
data only, and a point zg such that By, (z0) C 2\og and

lto(20)| = Ca0d (00, 01). (6.78)

Let wy; = w; o Ct_l. Let & and 7; be the two components of (;. Then we can
evaluate, for a point zg near Wy,

io(eall = [Vitn(Ga(za)) - (£0)] = [in(Gateah)] = ler = ol
Since in a neighbourhood of Wy our definition of {; coincides with the one in

[7] and ug has the same kind of behaviour we can find, for any r small enough,
a point z, such that |z, — Wy| = r and the following holds

‘va(CO('ZO)) : ( gg >‘ > dg (0o, 01) (Ar*1/2 —-B-— Crl/z) )
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We have already noticed that we can assume |¢; — ¢o| < C15dg (00, 01).

(recall that (p(z) = z) we argue in this

For what concerns the term ’ﬁ;o(zo)
way.

There exists a known neighbourhood U of Wy such that for any z € U\oy
we have

’LU()(Z) = |1D0(X3(Z))| < OQldiSt(X3(Z)7aBl(O))_l/z Hi}OHHl(Bl(O))’

where Cy; depends on the a priori data only.
By the definition of x3 and by (6.64) we obtain

< Coor M*dy (00, 01)

’@0(%)

and hence the claim.

Let Q1 = Q\B,, /2(Wo). It is easy to show that 7 is a harmonic function in
OQ\og and 1 satisfies a homogeneous Neumann condition on I'g. Furthermore,
by (6.64), we have that

lluoll 20,y < Cazda (oo, 01). (6.79)

There exist constants Cyy > 0 and 3, 0 < 8 < 1, such that the following
stability estimate for the Cauchy problem holds true

Jit0(20)| < Caalltio]| 2, 0] 1o ) (6.80)

Thus by (6.78), (6.79) and (6.80) the proof of the lemma follows. O



Chapter 7

Stability results for the
determination of a multiple
boundary material loss

In this last chapter we develop the stability results for the determination of a
multiple boundary material loss. Let us state, as usual, the assumptions and the
a priori information.

Assumptions on the domain

Let  be a bounded, simply connected domain in R? and let its boundary 02
be a simple, closed curve which is Lipschitz with positive constants §, M. We
also assume that the diameter of €2 is bounded by a positive constant L.

We subdivide the boundary of € into two subarcs, internally disjoint, I'1 and
T'5, both of length at least 6. We suppose that I'; is accessible.

Assumptions on the background conductivity

Given A\, A > 0,let A = A(2), z € Q, be a 2 x 2 matrix with bounded measurable
entries which verifies (2.2).

Assumptions on the boundary datum

The current density on the boundary will be given by a nontrivial function
Y € L*(0N2) with zero mean, that is fasz 1 = 0, whose support is contained in
T.

We define the antiderivative along 0S2 of ¢ as

U(s) = /w(s)ds, (7.1)

where the indefinite integral is taken with respect to the arclength on 0f2 ori-
ented in the counterclockwise direction.

We recall that the function W is defined up to an additive constant. For the
time being, we normalize ¥ in such a way that |, o ¥ = 0 and for this choice of

97
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the additive constant we prescribe that, for given constants H, H; > 0, we have

1Vl 200y < H;
7.2
19|l 200y > Hi. (72)

From (7.2) we immediately infer

1YVl 2 a02)

Hy, 7.3
1P 200) — 2 (7.3)

where Hy = H/H; and ¥ has zero average.
Furthermore, by (7.2) and (4.1), ¥ verifies for any zg, z1 € 99

|W(20) — W(z1)| < H(lengthyg (20, 21))/? < Ha|zg — 2|2 (7.4)

where Hs = HM;/?.

Assumptions on the measurement

Let I'g € 'y be a subarc whose length is greater than .

A priori information on the multiple boundary material loss

Let o be a boundary defect (possibly empty) whose contact set is contained in
I's. We assume that o satisfies

dist(z,I'1) > ¢ for any z € o. (7.5)

The multiple boundary material loss ¥ is given by the union of o with I's.
We call T = 9(Q\X)\I'; and we assume that I' is a simple open curve. We shall
pose various alternative regularity assumptions on I' in Theorem 7.1 below.

Let u € WH2(Q\X) be the weak solution of the following Neumann boundary
value problem
div(AVu) =0 in Q\X,
AVu-v=0 onl, (7.6)
AVu-v=1 onlj.

That is, we understand that u satisfies
/ AVu-Vop = [ 1y for every p € WH2(Q\X). (7.64)
Q\Z '

It is clear that the weak solution to this problem exists and it is unique up to
an additive constant.

Let X’ be another multiple boundary material loss and let u’ be the solution
to (7.6) when ¥ is replaced by X'

The set of constants §, M, L, A\, A, H, H; will be referred to as the a priori
data.



99

Theorem 7.1 Let the above assumptions be satisfied. If we suppose
lu— || (ry) <€ (7.7)
we have the following results.

(I) If T and IV are Lipschitz with constants §, M, then
dy (3, Y) <w(e), (7.8)
where w : (0, +00) — (0, +00) satisfies
w(e) < K(log|loge|)™®  for everye, 0 < e < 1/e (7.9)
and K, B >0 depend on the a priori data only.

(IT1) If T and I” are RLG with constants §, M, then (7.8) holds where in this
case w : (0, +00) — (0,400) satisfies

w(e) < Ki|loge| P for everye, 0 <e < 1/e (7.10)
and K1, B1 > 0 depend on the a priori data only.

(IIX) If, for some k =1,2,... and some o, 0 < a < 1, T and ' are C** with
constants 6, M then ¥ and X' verify (7.8) where w is as above in (7.10) with
Ky, 81 > 0 depending on the a priori data and on k and « only.
Then
dg (T, 1) < w(e), (7.11)

where w(e) verifies (7.10) with K1, 81 > 0 depending on the a priori data and
on k and « only. Moreover there exist reqular parametrizations z = z(t) and
2/ =2'(t), 0 <t <1, of T and T respectively such that for every &, 0 < & < «,

|2 = 2|l oragon) < Kaw(e)@m 0/ (te) (7.12)

where w still verifies (7.10) and K2 depends on the a priori data, on k, on «
and on & only.

As usual we first of all suppose that the assumptions of Part (I) of Theo-
rem 7.1 are satisfied. It is easy to observe that if ¥ and ¥’ should satisfy the
assumptions either of Part (IT) or of Part (III) of the same theorem, then they
also satisfy the assumptions of Part (I) of Theorem 7.1.

We also wish to remark that the a priori conditions on ¥ imply that X is the
union of a collection, clearly not necessarily finite, of boundary material losses
whose contact sets are contained in I's.

We recall that our aim is to recover the domain Q\X and, therefore, it
is enough (and necessary) to recover I', that is the part of (2\X) which is
unknown.

We remark that, by the Lipschitz regularity assumptions on I', we can find
constants C; > 0 and Cs, depending on the a priori data only, such that

C1dp(2,5) < dyg(T,T) < Cody (S, %), (7.13)
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So it is completely equivalent to estimate the Hausdorff distance between
the two defects ¥ and ¥’ or between the two unknown boundaries T' and T".
This is also the main motivation for defining ¥ as the union of a defect ¢ with
Ts.

Finally we remark that it may seem cumbersome, in Part (III), that a
stronger smoothness (C*) is required on the part of the boundary where ma-
terial loss has occured than on the rest of the boundary of . In fact we could
simply assume 0S2 and T of class C*“. We have used this sort of assumptions
in order to stress that our stability estimate requires the C*“ regularity of T
only.

The proof of this stability theorem may be obtained along the same lines
used to prove the stability theorems in the previous chapters. Let us illustrate
the main differences.

We shall denote by v the stream function associated to w, solution to (7.6).
We recall that v satisfies, in a weak sense, the following Dirichlet type problem

div(BVv) =0 in Q\,
v = const. on T, (7.14)
v=V on I'y,

where B = (det A) "' AT and the constant value of v on ' is equal to the constant
value of ¥ on I's and hence is determined up to an additive constant. We extend
v in a continuous manner onto €2 by putting v|s = v|r. In the same manner we
denote by v’ the stream function associated to u’ in Q\X'.

With techniques very similar to the ones already used in the previous chap-
ters we may find two constants C5 > 0 and a1, 0 < a3 < 1, depending on the a
priori data only, such that u is Holder continuous with constants C's and o on
the closure of Q\X whereas v is Holder continuous with the same constants on
Q. We recall that we denote f = u +iv and f/ =o' +iv'.

Let us state the following result, which is obtained through an easy adapta-
tion of Theorem 5.3.

Theorem 7.2 Under the assumptions of Part (1) of Theorem 7.1 and the pre-
viously stated motations, there exists a positive constant dy, depending on the
a priori data only, such that for every 2° € Q\X and for every d < dy there

exist finitely many points zy, € C such that for every z € (Q\ ;}) which satisfies
dist(z,T'1) > d we have

0 |2 — 2 \ /™

1@ —1E) = @[] (g2 (7.15)
k

where by, are positive integers satisfying

> by < C(d), (7.16)
k

Cy and az, 0 < as < 1, depending on the a priori data only and c¢(d) > 0 and
C(d) depending on the a priori data and on d only.

Proof. First of all we may find a bi-Lipschitz map x from C onto C such that
the image through y of Q\Y is B (0) = {z € B1(0) : 3z > 0} and the image
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through x of T'is vy = {z € C: |Rz| < 1 and ¥z = 0}. We may also dominate
the Lipschitz constants of x and its inverse by a constant depending on the a
priori data only.

We set f = fox~!. The function f is k-quasiconformal, with k depending
on the a priori data only and, since f is constant on v, we may extend it to a
k-quasiconformal function, which we shall still denote by f, on the ball By (0)
by the following reflection rule

f(z) = f(2) +2di (7.17)

where ¢ = (Sf)],.
We apply the Representation Theorem 2.2 and we obtain that on B;(0)

f=Fox (7.18)

where F' = U +1iV is a holomorphic function on B1(0) and x; is a quasiconfor-
mal mapping from B;(0) onto itself satisfying (2.11) and (2.12) with constants
depending on the a priori data only.

It is easy to see, by our regularity assumptions on ¢ and ¥ and by Privaloff’s
Theorem, that we also have for every 21, zo € B1[0]

|F(21) — F(22)] < Cs|21 — 22|™ (7.19)

where C5 and a3, 0 < asz < 1, depend on the a priori data only.
Then by the technique used in the proof of Theorem 5.3, the result easily
follows. O

Proof of Theorem 7.1. For what concerns Part (I), we consider the stream
functions v and v’, associated to u and u’ respectively, and we normalize them
in such a way that v = v’ on Q. Then we have that v and v’ assume the same
constant value ¢ on I's and this, in turn, implies that v|s = ¢'|sy = ¢. Then,
using this fact and the technique used to prove Proposition 6.4, we readily infer
that the following estimate holds for any z € Q

lv(z) —v'(2)| < K3(log|loge|) ™2 for every e, 0 < e < 1/e (7.20)

where K3, f2 > 0 depend on the a priori data only. Then by arguments similar
to the ones developed in the proof of Proposition 5.4 and by Theorem 7.2 we
conclude the proof of Part (I) of Theorem 7.1.

Concerning Part (IT), we have that Q\(XUZX'), as a consequence of Part (I),
(7.13) and Lemma 2.12, satisfies, for & small enough, a (uniform) interior cone
condition. Then the technique developed in Chapter 4, during the proof of
Proposition 4.12, allows us to improve the estimate (7.20) in such a way that
for any z € Q we have, for constants K4, 33 > 0 depending on the a priori data
only,

[v(z) —v'(2)| < Kq|loge| P for every e, 0 < e < 1/e. (7.21)

This last equation allows us, as before, to conclude the proof of Part (IT).

Part (III) follows immediately from this reasoning. By Part (I), (7.13) and
Corollary 2.11 we obtain that, for € smaller than a positive constant depending
on the a priori data, on k an on « only, ¥ and X’ satisfy the hypothesis of
Part (II) of Theorem 7.1. So Part (III) follows from Part (II) and, finally, by
(7.13) and Lemma 2.10. O
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