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SEA Vision is…



Business areas
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systems

4.0 Pharma

Software Suite
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Over 180 people working in 
Pavia HQ

Average age: 30/31 years

75% employees with technical 
degrees

International environment

Over 330 people in the world

SEA Vision 
is…



Where we are

Subsidiaries

Commercial & technical

partnership



Some of our 
Best Pharma 
Customers



Some of our
best OEM 
Customers 



Focus on: Line Clearance



Pharmaceutical companies have to 

face very meticulous control and 

cleaning processes in their production 

sites. These cleaning controls are 

carried out by operators, but it may 
happen that in some areas of the line it 

can’t be accessible to the waste areas. 

If the waste is not eliminated 

completely, this can lead to 

inefficiency in the production line.

Digitalization of the 
Pharma Production Site



Improvement of the 
processes
for cleaning and checking

Avoidance of human errors
for more safety

Digitalization of the 

Process

What are the aims of 
automatic line clearance?



Increase OEE

increasing process performance

Speed up to 40%

Reducing time of operations and 

speed up your line clearance 

procedures up to 40%

Better reports, with photo 

evidence 

Paperless, GMP 

compliant

What are the aims of 
automatic line clearance?



How does line clearance 
work?



Deep Learning nowadays
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What do we do?



Deep Learning
History of Convolutional Neural Networks

Artificial Neural Networks imitating the brain

1958, Rosenblatt's perceptron

Error-function driven weights learning

“THE PERCEPTRON: A PROBABILISTIC MODEL FOR INFORMATION STORAGE AND ORGANIZATION IN THE BRAIN”, F. ROSENBLATT, 1958



Deep Learning
History of Convolutional Neural Networks

Fukushima, 1975, Cognitron, 1980, Neocognitron

Multi-step processing

Notion of locality

“Neocognitron: A Self-organizing Neural Network Model for a Mechanism of Pattern Recognition Unaffected by Shift in Position ”, Kunihiko Fukushima, 1980



Deep Learning
History of Convolutional Neural Networks

“GradientBased Learning Applied to Document Recognition”, Yann LeCun Leon Bottou Yoshua Bengio and Patrick Haner, 1998

1998, LeCun: LeNetMNIST dataset

Gradient-based learning

of convolution weights

First modern CNN



Deep Learning
History of Convolutional Neural Networks

“ImageNet Classification with Deep Convolutional Neural Networks”, Alex Krizhevsky,Ilya Sutskever, Geoffrey E. Hinton, 2012

2012, AlexNet

CNNs proven to be:

What's the meaning of "deep"?

What are deep CNNs good for?



Deep Learning
Applied to Line Clearance.. WHY?

Reference image

Comparison image

Localized anomaly

Variability to manage:

- Moving parts

- Lighting conditions

- Pose change

Line Clearance needs pattern recognition



Line Clearance in the Deep 
Learning era
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Change detection (in changing env.)

T0: clean machine T1: ??? machine



Problem recap

1. Low number/variety of available data

2. Find unseen anomalous objects

3. Robustness wrt working conditions and machine 

configurations

4. Holy Grail: generalize to unseen reference 

configuration without retraining

• Goal: segmentation/bounding boxes of anomalous objects 

• Constraints:



What does literature provide us?



Useful tools

One shot learning Segmentation
Change

detection



UNet

Jaturapitpornchai, R., Matsuoka, M., Kanemoto, N., Kuzuoka, S., Ito, R., & Nakamura, R. (2019). Newly built construction detection 

in SAR images using deep learning. Remote Sensing, 11(12), 1444.



UNet saga

Huang, H., Lin, L., Tong, R., Hu, H., Zhang, Q., Iwamoto, Y., ... & Wu, J. (2020, May). UNet 3+: A full -scale connected UNet for

medical image segmentation. In ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing 

(ICASSP) (pp. 1055-1059). IEEE.



Unet and Siamese nets for change det.

Daudt, R. C., Le Saux, B., & Boulch, A. (2018, October). Fully convolutional Siamese networks for change detection. In 2018 

25th IEEE International Conference on Image Processing (ICIP) (pp. 4063-4067). IEEE.



UNet++ & Siamese

Li, K., Li, Z., & Fang, S. (2020, October). Siamese NestedUNet networks for change detection of high resolution satellite 

image. In 2020 International Conference on Control, Robotics and Intelligent System(pp. 42-48).

On a Tesla V100 (>6k $)



Results 



What can we explore?



Open questions

• Which is the best strategy to mix features?

• Does working with mixed features increase 
generalization?

• How deep the network must be?

1. Feature fusion:



Feature fusion

• Concatenation

(+ at least a convolution)

• Subtraction



Featurewise concatenation + grouped convolution

8 inputs, 4 kernels with depth = 2, 4 outputs



Mixing Strategy evaluation

BCE Loss / Epoch

Jaccard Index (IoU) / Epoch

   

   

   

              

    

    

    

                



Open questions

2. Skip connections: • Solve vanishing gradient problem in deep networks.

• Make the segmentation result sharper.

• Which skip connections are suitable for our problem?



Mixing & skip connections



Training with few data



Training strategy
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Data 

augmentation

Sampling

Test
Reference Comparison Mask

Reference Comparison Mask

Reference Comparison Mask

...



Data augmentation

Flip

Rotation

Random 

brightness 

and contrast

Color jitter

Add object(s)



Preliminary results



Preliminary results
ProposedUNet

3 encoder layers + 3 decoder 

layers with skip connections: 

677435 parameters

3 encoder layers + 3 

decoder layers w/o skip 

connections: 130317 

parameters



Preliminary results: unseen machine

ProposedUNet

With skip conn W/o skip conn



All information are for general information purposes only. They are 

strictly reserved and confidential. Partial or complete reproduction 

and/or publication of information contained herein is expressly 

prohibited without the written permission of SEA Vision. By 

receiving this document you agree to comply with the above 
conditions at any time, without time limit. SEA Vision Group is 

continually updating their products to market needs. The technical 

specifications given here are therefore subject to change without 

prior notice or without liability.

Connect with us, follow our social channels to get the latest news and event updates!

www.seavision-group.com

Via Treves, 9 E Pavia (Italy)

Ph. +39 0382 529576

Questions?


