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Models with multiple priors: motivations

e Statistics: elicitation of priors, partial identifiable models
(models with latent variables)

e Applications: Gilboa-Schmeidler decision model, Reliability

e Fuzzy set theory
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Non-additive uncertainty measures and probability

¢: A—0,1] s.it. ¢(0) =0, p(Q) = 1 uncertainty measure:
capacity: AC B = p(A) < ¢(B);
superadditive: AAB =0= ¢o(AV B) > p(A) + ¢(B);

pmonotone: (VI £)> ¥ (~1)Fp (A, B);
0£IC{1,...,n}

belief function: n-monotone for n € N, n > 2.

p: A—[0,1], B(A) =1 — p(A°) for every A € A, dual measure.
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Uncertainty measures

¢ A—[0,1] p:A—[0,1]

capacities capacities

2-monotone 2-alternating
belief functions plausibility functions
fa. probabilities fa. probabilities

o.a. probabilities 0.a. probabilities
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Inner and outer measures

Let P: A — [0,1] be a (finitely additive) probability and let B O A be a
super-algebra, consider the inner and outer measures P and P, defined on any
EcBas

P(E) sup{P(K) : K C E,K € A}
P(E) = inf{P(K): ECK,Kc A}

The inner measure P : B — [0, 1] of a probability
P: A—10,1] is a belief function®

Any belief function on an algebra A’ can be seen as the
restriction of an inner measure of a finitely additive probability
on another algebra A

![Choquet 1954]
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2-monotone capacities

Any 2-monotone capacity ¢ (and its dual ) induces a not empty
closed convex set of finitely additive probabilities (core)

P,={n:A—=10,1 : o <7 <P}

@ =minP, and p = max P,
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2-monotonicity is not always satisfied

The lower envelope of the probabilities on the Boolean algebra B is
superadditive, but not necessarily 2-monotone.

The lower envelope of the joint probabilities related to two
marginal distributions for r.v. X and Y by considering all the
possible copulas is superadditive, but not 2-monotone.
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Consequences of 2-monotonicity

Given an A-continuous function® X, a 2-monotone capacity ¢ and
its dual % it holds 3

fngp = min {ngdfT S 73#,} = min Ez(X)
FEP,

?[ngpz max{ngdTNr :

Po={7:A—=1[0,1] : p <7 <P}

and

N
m
S
N——
I
3
]
X
=
jx\
=

where

2 A-continuity: X is bounded and for every t € R and € > 0 there exists
AcAst. ( X>t)DAD (X >t+e)
3[Schmeidler 1986]
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Choquet integral and D-integral

Choquet integral

?[Xdcp = /_io[go(X >t) — 1]c1t+/0+<>O e(X > t)dt.

=> If ¢ is a finitely additive probability, and X is A-continuous *

y{ngo = j[Xd(p

where the first integral is a D-integral °

*[Schmeidler 1986]
®[Bhaskara Rao & Bhaskara Rao 1983]



Multiple priors

Coherent conditional probability

Definition

Given an arbitrary set G = {E;|H;};c; of conditional events, an
assessment P : G — [0, 1] is a coherent conditional probability if and
only if, for every n € N, every E; |H;,, ..., E; |H;, € G and every
S1,---,5, € R, the random gain

G= Zs,(P i|1H;) — 1 )IH; |

(where | - | denotes the indicator of an event) is such that

min G <0 < max G
H? H?

where HY = \/J 1 H;.
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Extension of a coherent conditional probability

Theorem (de Finetti's fundamental theorem)

P(:|) on G can be extended (generally not in a unique way) as a
coherent conditional probability on G' O G if and only if P(:|-) is a
coherent conditional probability.
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Envelopes of coherent extensions

Set of coherent extensions

P = {P(|-) : coherent conditional probability on G’ extending P}.

= P is a compact subset of [0,1]9 endowed with the product
topology of pointwise convergence

Envelopes of coherent extensions

P=minP and P = maxP.

=> P, P are said coherent lower and upper conditional probabilities
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The role of coherence in Bayesian statistics
[Regazzini 1987, Berti et al. 1991, 1994]

In the classical Bayesian setting®
e m: Ar — [0,1], finitely additive prior probability;
e 0: Ax L —[0,1], strategy s.t. for every H; € L
(S1) o(F|H:) =1if FAH = H for F € A;
(S2) o(-|H;) is a finitely additive probability on A;

* A =04, x, Statistical model

= {m, A} and {m, o} is a coherent conditional probability

8L = {Hi}ier, € = {Ej}jey, partitions; Ar, As, Boolean algebras with
(L) T AL C(L)", () CTAe C (&)
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The role of coherence in Bayesian statistics

Given a statistical model A on Ag x £ and A = (A, U Ag), then
there exists a unique strategy o on A x £ such that o4, = A.

If AD (Az U Ag) the strategy 0 on A x L such that )4, ., = A
is not unique.

Given a strategy o on A x £ and a prioerrobabiIity
7 Ar — [0, 1], the coherent extension P : A — [0,1] is not
unique’.

An aim is to determine the lower and upper envelope of the
coherent extensions P of {o,7}.

"Regazzini 1987
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Extensions of the classical Bayesian paradigm

e Prior probability available only on some events (G C Az) or on a
space different from the one where the statistical model is given

(Agr with £/ #£ L)
e Multiple priors in a set P, where ¢ is a 2-monotone prior capacity

e No prior information modelled as a vacuous 2-monotone prior
capacity ¢

Generalization:

1. Consider a 2-monotone prior capacity ¢;

2. Make inference on more complex events than those related to the
posterior probability H|E; € Az x £, i.e., on events in A x A% with
A= (AsU Ag)
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Examples
Joint probability on A
Uniqueness of the extension on A is lost for an infinite £: we have a set of
joint probabilities P! with Pi = min P! and P’ = max P!

The lower envelope Pi(-) (lower joint probability) of the of extensions of {m, o}
on A is such that for every F € A it holds

n

EJSZIZ\L ZU(F|Hih)7r(Hih)+ Z W(Bk) )

h=1 B(CF

where L7 = {H;,}o_, U{B«}r_, C A is a finite partition of Q.

EJ(F) —

If £ is countable and 7 is countably additive on A, then, for every F € A,

oo

Pi(F) = > o(F|Hy)x(H:) = P(F)
i=1
is a finitely additive probability on A.

If moreover o(-|H;) is countably additive on A for every H; € L, then Plis
countably additive.
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Bayes theorem in a coherent (finitely additive) setting

U(F,K) = min{P(FAK) :
UI(F,K) = max{P(F°AK)

The lower envelope P(-|-) of the extensions of {m,c} on A x A° is such that
for every FIK € A x A® with FA K # K:

(i) if Pi(K) > 0, then

“AK)=P(FAK),P e P},

P(
- P(FAK) =P(FAK),PecP}.

P(F|K) = min

Pi(F A K) Li(F, K) }
Pi(FAK)+ UI(F, K) Li(F,K) + P(FEAK) )

(ii) if Pi(K) =0, then

. FAK|H; .~ FIK F|K F|K
QLTK% Iflz‘ 75(2):/3| andca1rdl2| < N
el

P(FIK) = and o(K|H;) > 0 for all i € IZF‘K,
0 otherwise,
B —fiel  AFAK#O#H AFSAKYand IE = (i€l : H AFAK=0+#H AF°AKY.
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Example: formation of a test with / questions

PROBLEM: Choose a number i € N and form an urn U with i/ questions for
each of 3 subjects E;, E;, E3 for a total of 3/ questions.

® L ={H}ien, € ={E1, B2, E3} with H; A Ej # () for every i,
o A= (L), Ac = (&) and A= (A U Ag)
® 7, finitely additive prior probability defined for every K € A/ as

0 if K=10,
T if K =\/;c; Hi and card/ < Ry,
m(K) = H;CK
%4— > 2,.1“ otherwise,
H;CK

® )\, statistical model singled out by
ME1|H;) = XE2|H;) = A(E3|H;) = 1 fori €N,
® consider the conditional event F|K with
F=(EiAN(HiVHxVH3)) and K= (Ei1AN(H1V H))V (E2 A (Hl)C),
o Pi(K) =1 P(K)=35 PI(FAK)= &, P(FEAK)= 2, Li(F,K) =
and UI(F¢,K) = 2¢:
(F|K) =min{Z, %} =& ~3.28%.

1
48"
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Fully £-disintegrability

Assumption: o(F]|-) is Az-continuous for every F € A

Fully £-disintegrable extension on A x A°

A full conditional probability P on A extending {m,c} is fully L-disintegrable
if, denoting with & = PlAcXAO , for every F|K € A x A% it holds

P(F|IK) = }ﬂa(F\H,-)fr(dH,-\K).
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Class of fully £-disintegrable extensions

Theorem

The set P of fully L-disintegrable extensions of {m,c} on
A x A% is a non-empty compact subset of [0, 1]“4XA0 endowed
with the product topology of pointwise convergence and has

. “fd
envelopes P = min P and P'° = max P,
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Envelopes of the fully £-disintegrable extensions

L(F,K; A) min{B(F A K|A) : P(FS A K|A) = P (FS A K|A), P € P},
U(FS,K;A) = max{P(F°AKJ|A) : B(F AK|A) = PY(F A K|A), P e PMY.

The lower envelope P™(-|-) of the fully L-disintegrable extensions of {m,a} on
A x A% is such that for every FIK € A x A® with F A K # K:

(i) ifK e A%
AIﬁO'(F A\ K‘H,‘)ﬂ'(dH,‘)

if T(K) > 0,
K
PH(FIK) = o
inf o(K|H;) otherwise,
H;CK
(i) if K € A%\ A% )
) P(FAK|A) L(F,K:A) . 0
min {Efd(FAK\A)JrU(FC,K,A)’ L(FTK,A)Jrﬁfd(FC/\K\A)} ERE 2 G (S EA
PHY(FIK) = and P(K|A) > 0,

0 otherwise.
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Example: formation of a test with i questions (continued)

Given L = {H,‘},EN, &= {El,EQ, E3}, f(EJ|H,) = %, j - 1,2,37 i€ I, for

Ke Az
0 if K =0,
> s if K=\/,c, Hi and card/ < o,
m(K) =4 HCk
3+ > it otherwise,
H;CK

and consider the conditional event F|K with
F = (El A (Hl vV Hy Vv H3)C) and K = (E1 A (H1 Vv Hz)c) Vv (E2 A (Hl)c).

Since o(B|-) is A,-continuous for every B € A and
$o(F A K|H)m(dH;) = & > 0 it holds

PU(FIK) = ﬁfd(F|K) = fa;:(/f}rlfl‘,,)—jr)(g(lf},;—“ = % ~ 40.9%.
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2-monotone prior capacity

=> A 2-monotone prior capacity ¢ (with dual @) on A, induces
core:

e P, = {i : fa. probability on Az st. o <7 <@}
o P = {P™ . fully L-disintegrable f.c.p. on A extending {#,0}, # € P,}

The set P;d of fully L-disintegrable extensions of {7,c} on

Ax A%, for 7 € P, is a non-empty compact subset of [0, 1]“4X“40
endowed with the product topology of pointwise convergence and

. —fd
has envelopes B{f = min P;d and P<p = max ng,d.
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Envelopes of fully £-disintegrable extensions of {¢, o}

L(F,K) = min {yfa(F A K)d# }ga(Fc A K)d#7 = y_[o(FC A K)dp, & € Pw}

U(FS,K) = max {Jnﬁ.a(F“ A K)d# : }{o’(F A K)d# = fa(F A K)de, # € ’ng}

Theorem

Let ¢ be a 2-monotone capacity. The lower envelope P (-|-) of the fully
L-disintegrable extensions of {#,0} on A x A°, for & € P, is such that for
every FIK € Ax A° with FA K # K:

(i) ifK € AL

¢o(FAK|-)dep L(F,K) .
min { Fo(FAK[- )de+U(Ff K)’ L(F,K)+§o(FEAK]- )dgo} if p(K) >0,
PU(FIK) =
inf o(K|H;) otherwise,
H:CK

(i) if K € A%\ A%
Pf(FAK|A) L(F,K;A) } . 0
. min {de(FAK\A)JrU(FC,K;A)’ v vy if3A€ Ay st. KCA
P(FIK) = and P(K|A) > o,

0 otherwise.
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Envelopes of fully £-disintegrable extensions of {¢, o}

L(F,K;A) =

min{P(F A K|A) « P(FS A K|A) = PY(FC A K|A), P € PO}

U(F€, K; A) max{P(FS A K|A) : P(F A K|A) = PY(F A K|A), P € P:f,}

Let  be a 2-monotone capacity. The lower envelope P™(-|-) of the fully
L-disintegrable extensions of {#t,0} on A x A°, for & € P, is such that for
every FIK € A x A° with FA K # K:

(i) ifK € A%

§o(FAK|-)de L(F.K) .

min Fo(FAK[)dp+U(F<,K)* L(F,K)T§o(FEAK]- )dv} if p(K) > 0,
PA(FIK) =

HianK o(K|H;) otherwise,

(i) if K € A%\ A%
. P(FAK|A) L(F,K;A) } ) 0

e {P'd(F/\K\A)JrU(FC KiA) " L(F,K;A)+PT9(FE AK|A) FEAE A 62 KEA

PU(FIK) = and PM(K|A) > 0,

0 otherwise.
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Lower posterior probability

Corollary

For a 2-monotone prior capacity ¢, the lower envelope Bfg(-\‘) of the fully
L-disintegrable extensions of {7, o}, for & € Py, for every H|E; € Az x € such
that ¢o(Ej|-)de > 0 is

¢o(H A Ejl)de

PY(HIE) = - , :
fga( |E}) fo(H A Ej|-)de + §o(He A Ej|-)dp

—> In general, ¢ could be a non-2-monotone lower probability of a class of
finitely additive priors P,

Theorem

For a lower probability ¢, the lower envelope Bf;'(~\~) of the fully L-disintegrable
extensions of {7, o}, for it € P, for every H|Ej € Az x & such that
¢o(E])dp >0 is

¢o(H A Ejl)de

PM(H|E) > - -
Po(HIE) = ¢o(H A Ejl-)dp + ¢o(He A Ej|-)dp
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Example: Nuisance parameter elimination

PROBLEM: Given a statistical model \(E|© = 6, = v) where
© is the interest parameter, we want to eliminate the nuisance
parameter [.

e Integrated likelihood: for a conditional prior =

ME|© = 0) = nyx(E\e = 0,7 = ~)r(d(T =)|© = 0)

e Profile likelihood:

ME|© =0) =supA(E|© = 6,T =~)
Y
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Example: Nuisance parameter elimination (1)

Consider:
e (©,1), random vector ranging in @ x ' =N x (0,1)

X = (X1,...,Xk), random vector ranging in X = N§
Xi|(© =0, =~) ~Bin(0,7), for i =1,...,k, and
independent conditionally to (© = 6, = ~)
L={Hp,=(©=0T=79):(0,7)€OxT}
E={Ei=(X=x): xeX}

[,Ijl (f,.)} AP (L = )P, > ],

0 otherwise,

)\(X:x|@:9,F:7):{
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Example: Nuisance parameter elimination (2)
Take:

e A, = (L) and As = ()

® o, vacuous 2-monotone capacity (¢(2) =1 and 0 otherwise) on A,
giving rise to the class

PP = {% : conditional prior on Az x A%}
whose upper envelope 7 = max P® is defined for F|K € Az x A% as

1 fKCF
—p _ = b
m(FIK) = { 0 otherwise,

GOAL

Make inference on conditional events (X = x|(©,I') € {6} x I

= The profile likelihood is a supremum of integrated likelihoods

AX=xl@=0) = Pl(X=x(O,r) e{0}xr)

}[)\(X =x|© = 0,T =) (d(T = ~)|© = 0)

= supA(X =x|©@ =0, =+)
v
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Extensions
To study the lower and upper envelope of conglomerable
extensions (instead the disintegrable one).

Open problems

e Determine which family of extensions of two marginal
distributions leads to 2-monotone capacities

e The relationship between semi-copulas and the extensions of
two lower probabilities on two spaces that lead to 2-monotone
capacities

e Inference for multiple priors models with superadditive lower
prior probabilities
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