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Abstract

We propose a strategy for the systematic construction of the mimetic inner products on cochain spaces for the
numerical approximation of partial differential equations on unstructured polygonal and polyhedral meshes.
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1. Introduction

The mimetic discretizations are based on the idea that some fundamental properties of the partial dif-
ferential equations that have to be approximated can be incorporated in the formulation of the numerical
methods. Such approach for the design of numerical schemes is intimately connected with the nature of
the equations that we deal with and with their geometric structures. In fact, in many physical theories
we can associate some of the simplest geometrical objects like points, lines, surfaces and volumes to the
basic physical variables used in the mathematical formulation and establish a natural correspondance in the
formal structure of such theories [23, 67, 81, 82]. This fact is also the very profound reason for the success of
mimetic discretizations like the Support Operator Method (SOM) [58, 76, 77], the Mimetic Finite Difference
(MFD) method [30, 31], and the very recent development of the Virtual Finite Element (VEM) method [9].
These methods have been successful in the numerical resolution of a wide range of scientific and engineering
problems, such as continuum mechanics [65], electromagnetism [57, 60], gas dynamics [34], linear diffusion
([7, 16, 30, 36, 61, 62, 68]), convection-diffusion [10, 37], steady Stokes equations[11, 12, 15], elasticity [8], ellip-
tic obstacle [3], Reissner-Mindlin plates [18], eigenvalues [35] and two-phase flows in porous media [1, 63].
High-order mimetic discretizations for elliptic problems are also found in [6, 13, 14, 17, 38–41, 51, 74].

A mimetic method can be directly formulated in a variational way on the degrees of freedom through a
consistency condition, which is an exactness property on a well-defined family of polynomials, and a stability
condition, which ensures the well-posedness of the method. However, there is no need to determine the shape
functions associated with such degrees of freedom and this feature provides a great flexibility of the mimetic
discretizations, which can be easily formulated on general polygonal and polyhedral unstructured meshes.
Moreover, the two minimal assumptions of consistency and stability mentioned above do not determine a
single numerical scheme but a family of numerical schemes.

In this work, we will reformulate the design and construction of such mimetic discretizations by using a few
basic concepts from algebraic topology such as chains and cochains, boundary and coboundary operators,



interpolation and reconstruction of differential forms, and inner products on cochain spaces. In particular,
we shall identify the cochains with the numerical unknowns: pointwise scalar functions, line integrals, surface
integrals, and volume integrals are all possible degrees of freedom. These degrees of freedom are the values
taken by the discrete fields used to approximate the solution of partial differential equations, i.e., grid
functions defined at the vertices, the edges, the faces and the elements of a mesh. This viewpoint is in
agreement with the approximation of scalar functions by linear conforming Galerkin finite elements in H1,
of vector-valued function by edge elements and face elements in respectively H(curl) and H(div), and scalar
functions by cell averages in L2 as in the lowest order Discontinuous Galerkin method and in cell-centered
finite volume methods.

These grid functions and all their linear combinations span the linear spaces of cochains and the cobound-
ary operators are the most natural definition of discrete differential operators. The duality relation between
the boundary and the couboundary operators incorporates a discrete version of the Stokes Theorem in the
numerical formulation, which, therefore, embodies the core of a discrete exterior calculus.

Each cochain space is equipped with an inner product, which provides, in the language of differential
geometry, a discrete representation of the Hodge star operator. Such representation is substantial in describ-
ing the properties of the material with which we are dealing, even when the problem is set in the vacuum.
We require that these scalar products mimic the L2-inner product for scalar functions and vector-valued
functions. We formally derive all the mimetic inner products through the reconstruction operators that
give back a differential form from a cochain. To this purpose, we introduce the concept of complete set of
reconstructions and of admissible reconstruction. An admissible reconstruction is a member of a family of
possible reconstructions, each one producing an acceptable mimetic inner product. We emphasize that these
reconstructions never need to be computed in the implementation of the method, but are only theoretical
tools that allows us to describe and analyse the properties that we want to set on our inner products. Since
from any scalar product we derive a mimetic method, we normally deal with a family of methods instead of
a single numerical method. However, every scalar product of a given family returns the same result when
(at least) one of its two arguments is originated by the interpolation of a constant scalar or vector-valued
function and this remarkable fact is the key point in our construction, ensuring the approximation properties
of the methods.

Most of these ideas are not at all new. The reconstruction of differential forms from cochains on meshes
of simplices dates back to the work of Whitney on discrete forms on simplex meshes in the context of
the Whitney’s Geometric Integration Theory [84]. Dodziuk [46] developed a finite difference framework
for harmonic functions based on Hodge theory. Hyman and Scovel [54], and, more recently, Bochev and
Hyman [21] developed a systematic topological approach to the design of finite difference methods. In a series
of papers published since mid-ninenties [55–59, 75], Hyman, Shashkov, and collaborators derived discrete
approximations of the divergence, gradient and curl using discrete analogs of the integral identities satisfied
by the differential operators. It was developed a discrete analog of vector calculus on logically rectangular,
nonorthogonal, nonsmooth grids, the Support Operator Method, which was successfully applied to elliptic
problems on rough grids with non-smooth non-isotropic diffusion coefficients. By constructing the adjoints to
the natural discrete operators, they also developed a set of discrete first-order operators with complementary
domains and ranges that can be combined with the original operators. An alternative approach that makes
also use of topological and mimetic concepts is found in the works on covolumes methods (and applications to
Maxwell’s equations) by Yee [85], Nicolaides and co-authors [71–73] and Gross-Kotiuga [49, 50]; Nicolaides-
Trapp [70] and Trapp [83] proposed a unified formulation for covolume methods and SOM based on a
reformulation of an underlying mimetic inner product. Using similar topological concepts, Mattiussi [66]
observed similarities between numerical methods of very different nature, such as finite volumes, finite
differences, and finite elements. Bossavit explored the connections between Whitney forms and mixed finite
elements (Nedelec elements) [23–27] and its application to computational electromagnetism. Finite element
techniques have been recently recasted in the framework of Whitney forms and formalized in the Finite
Element Exterior Calculus by Arnold and collaborators [4, 5]. In this respect, we also mention the work by
Hiptmair in [52, 53] and the extensions proposed in [32, 33]. Finally, it is worth mentioning that there also
exist different approaches in finite volumes that are based on reconstructions from degrees of freedom [19,
20, 64] and duality relations [2, 44, 47].
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The outline of the paper is as follows. In Section 2 we discuss the general mimetic framework for the
discretization of differential forms. In Section 3 we discuss the construction of the mimetic inner products
for a single element. In Section 4 we show examples of how this technology can be used to derive new
numerical schemes, which are consistent and compatible, for partial differential equations. In Section 5 we
offer the final remarks and conclusion.

2. Mimetic discretizations of differential forms

2.1. Chains, cochains and mimetic differential operators

2.1.1. Mesh notation and regularity
Let Ω be a three-dimensional polyhedral domain. The numerical treatment of a boundary value problem

defined on the domain Ω requires a sequence of mesh partitions {Ωh} of Ω for decreasing values of h, a
characteristic length size. Each Ωh is a decomposition of Ω formed by vertices, edges, faces, and elements.
Each vertex v is a three-dimensional point of Ω, the closure of Ω in R3; each edge e is a straight segment;
each face f is a two-dimensional bounded connected region that lies on a planar surface; each element P is a
polyhedron. These geometric objects are oriented and so is Ωh; in particular, we assume that the orientation
of every edge and every face is fixed once and for all. The numerical methods for the approximation of the
PDEs are usually defined on a sequence of meshes {Ωh} of Ω. We require that all the meshes of {Ωh} satisfy
a few regularity conditions to avoid pathological situations, i.e., that “unreasonable” elements or faces take
part in the sequence. To this end, we assume that:

(HG) there exists a strictly positive integer number N s, which is independent of h, such that
(i) every polyhedron P of Ωh admits a simplicial subdecomposition Sh

P formed by less than N s simplexes;
(ii) Sh, the mesh of simplexes collecting all polyhedron decompositions Sh

P , is a regular and conforming
partition of Ω in the sense of Ciarlet [42].

Assumption (HG) is normally used to prove the convergence of the mimetic approximations. According
to such conditions, polyhedral elements with very general shapes (also nonconvex) are admissible, since the
major restriction is that any element can be split into few regular simplexes in a general conforming way.
Nonetheless, the existence of Sh is only a theoretical requirement and the practical implementation of the
mimetic methods does not really need it.

Remark 2.1 It turns out that Sh is also a three-dimensional simplicial complex, see [69] for an extensive
exposition of these concepts. In fact, the collection of the subdecompositions Sh

P for P ∈ P into regular tetrahe-
dra (3-simplexes) induces a conforming decomposition of each mesh face into regular triangles (2-simplexes),
and this latter induces a conforming decomposition of mesh edges into line segments (1-simplexes). There-
fore, (i) every k-simplex in Sh for 1 ≤ k ≤ n = 3 is formed by simplexes of lower dimension that are again
in Sh, and (ii) the intersection of any two distinct simplexes of any dimension of Sh is either a simplex of
Sh or is empty.

2.1.2. Chains and the boundary operator
According to standard definitions in algebraic topology, we say that each vertex v is a 0-cell, each edge

e is a 1-cell, each face f is a 2-cell, and each polyhedral element P is a 3-cell. The linear combinations of
the k-cells with real coefficients forms the linear space of the k-chains of Ωh, which is denoted by Ck(Ωh).
For the sake of exposition, we also use the equivalent notation V ≡ C0(Ωh), E ≡ C1(Ωh), F ≡ C2(Ωh) and
P ≡ C3(Ωh) and T = (V , E , F , P ).

A precise hierarchical structure exists for these geometric objects: any polyhedral element is bounded by
a finite set of faces, any face is bounded by a set of edges and any edge connects a couple of vertices. We
express this fundamental concept through the boundary operator ∂k : Ck(Ωh) → Ck+1(Ωh). We assume that
∂k is an additive operator so that its extension to the k-chains is straightforward once it has been defined
on the basic geometric objects v, e, f and P. According to Figure 1, we consider:
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Fig. 1. The action of the boundary operators ∂3, ∂2 and ∂1 on the chains PP, FP, EP, VP. Orientations are also shown.

- k = 0, the boundary of a vertex is zero. Formally, ∂0v = 0 for every v ∈ V ;

- k = 1, the boundary of an edge is the formal difference between the vertices connected by that edge. We
say that ∂1e = v2 − v1 for every edge e ∈ E that connects the couple of vertices v1 and v2 and is oriented
from v1 to v2;

- k = 2, the boundary of a face is the formal linear combination of the oriented edges forming the polygonal
line that encloses the face. We say that ∂2f =

∑NE
f

i=1 sf,iei for every face f ∈ F defined by the NE
f

consecutive edges {e1, e2, . . . , eNE
f
}. The symbol sf,i is the sign associated with the i-th edge, its value is

either +1 or −1, and reflects the reciprocal orientation of the edge ei and the face f;

- k = 3, the boundary of a polyhedral element is the linear combination of the oriented planar faces the

union of which encloses the element. We say that ∂P =
∑NF

P
i=1 sP,ifi for every P ∈ P , defined by the NF

P

faces {f1, f2, . . . , fNF
P
}. The symbol sP,i is the sign associated with the i-th face, its value is either +1 or

−1, and reflects the reciprocal orientation of the face fi and the element P.

2.1.3. Cochains and the coboundary operator
On the algebraic topological structure (V , E , F , P ) we consider the grid functions (Vh, Eh,Fh,Ph) where:

- Vh is the set of vertex functions whose values are associated with the vertices of the mesh. A vertex
function can be interpreted as the collection of the values of a scalar function at each mesh vertex;

- Eh is the set of edge functions whose values are associated with the edges of the mesh. An edge function
can be interpreted as the collection of the line integrals of the tangential component of a vector-valued
function along each mesh edge;

- Fh is the set of face functions whose values are associated with the faces of the mesh. A face function
can be interpreted as the collection of the surface integrals of the normal component of a vector-valued
function over each mesh face;

- Ph is the set of element functions whose values are associated with the polyhedral elements of the mesh.
An element function can be interpreted as the collection of the volume integrals of a scalar function over
each mesh element.

Remark 2.2 On a general mesh structure, a proper definition of edge variables and face variables require
an orientation of edges and faces. Such orientation is the same that was considered in the definition of the
boundary operator.

Each set of grid functions, e.g. Vh, Eh, Fh and Ph, is isomorphic to a finite dimensional linear space
over R once we have introduced (in the obvious way) the sum of two elements of the same space and the
multiplication by a real number. We say that the linear combinations of the grid functions form the linear
space of the k-cochains on Ωh for k = 0, . . . , 3, which we denote as Ck(Ωh). As we did for the k-chains, we
identify C0(Ωh) ≡ Vh, C1(Ωh) ≡ Eh, C2(Ωh) ≡ Fh and C3(Ωh) ≡ Ph.
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For the formal construction of the discrete differential operators in the mimetic framework we need
two ingredients: the pairing product between cochains and chains, which states that a cochain is a linear
functional on chains, and the coboundary operator, which is the dual of the boundary operator with respect
to the duality between cochains and chains. Let ϕ be a k-cochain and σ be a k-chain on the cell complex
Ωh; the duality pairing

〈·, ·〉
k

between k-cochains and k-chains is expressed by
〈
ϕ, σ

〉
k

= ϕ(σ) . (1)

Let ϕ be a (k − 1)-cochain and σ be a k-chain on the cell complex Ωh; the coboundary operator d k
h :

Ck(Ωh) → Ck+1(Ωh) is given by:
〈
d k

h ϕ, σ
〉

k
=

〈
ϕ, ∂kσ

〉
k−1

. (2)

Taking the coboundary operator d k
h as the discrete differential operator acting on the cochains in Ck(Ωh)

is a natural choice as relation (2) is a discrete version of the Stokes Theorem. We apply (2) to derive the
expression of the primal mimetic operators d 0

h ≡ GRAD, the discrete gradient acting on the 0-cochains,
d 1

h ≡ CURL, the discrete curl acting on the 1-cochains, and d 2
h ≡ DIV, the discrete divergence acting on

the 2-cochains.

- The coboundary of the vertex function q = (qv)v∈V is the edge function d 0
h q := GRAD(q) such that

〈
d 0

h (q), e
〉
1

=
〈
q, ∂0e

〉
0

=
〈
q, v2 − v1

〉
0

= qv2 − qv1 ∀e ∈ E ,

where, for i = 1, 2, qvi =
〈
q, vi

〉
0

= q(vi) is the value of the 0-cochain q at the vertex vi. Accordingly, we
say that the discrete gradient operator GRAD : Vh → Eh is given by

(GRAD(q)
)
e
= qv2 − qv1 ∀q ∈ Vh (3)

at every edge e connecting the vertices v1 and v2 and oriented from v1 to v2.

- The discrete curl of the edge function u = (ue)e∈E is the face function d 1
h := CURL(u) such that

〈
d 1

h (u), f
〉
2

=
〈
u, ∂1f

〉
1

=

〈
u,

NE
f∑

i=1

sf,iei

〉

1

=
NE

f∑

i=1

sf,i

〈
u, ei

〉
1

=
NE

f∑

i=1

sf,iuei ∀f ∈ F ,

where uei =
〈
u, ei

〉
1

= u
(
ei

)
for i = 1, . . . , NE

f is the value of the 1-cochain u at the i-th edge ei.
Accordingly, we say that the discrete curl operator CURL : Eh → Fh is given by

(CURL(u)
)
f
=

NE
f∑

i=1

sf,iuei ∀u ∈ Eh (4)

at every face f enclosed by the sequence of NE
f edges {e1, e2, . . . , eNE

f
}.

- The discrete divergence of the face function u =
(
uf

)
f∈F is the cell function d 2

h := DIV(u) such that, for
every cell P, it holds:

〈
d 2

h (u),P
〉
3

=
〈
u, ∂2P

〉
2

=

〈
u,

NF
P∑

i=1

sP,ifi

〉

2

=
NF

P∑

i=1

sP,i

〈
u, fi

〉
2

=
NF

P∑

i=1

sP,iufi ,

where ufi =
〈
u, fi

〉
2

= u
(
fi
)

for i = 1, . . . , NF
P is the value of the 2-cochain u at the i-th face fi. Accordingly,

we say that the discrete divergence operator DIV : Fh → Ph is given by

(DIV(u)
)
P

=
NF

P∑

i=1

sP,iufi ∀u ∈ Fh (5)

at every polyhedral element P enclosed by the set of NF
P faces {f1, f2, . . . , fNE

f
}.
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Fig. 2. Restriction of the k-chains (left table) and the k-cochains (right table) for k = 0, . . . , 3 to the geometric objects
σ = v, e, f, P with dimension nσ such that k ≤ nσ ≤ 3, respectively. The “diagonal” entries of the chain table are Vv = span{v},
Ee = span{e}, Ff = span{f}, PP = span{P}.

A straighforward calculation shows that CURL◦GRAD = 0 and DIV ◦CURL = 0. These relations mimic
the relations curl ◦ grad = 0 and div ◦ curl = 0 and follow from the general property that d k+1

h ◦ d k
h = 0

for k ≥ 0. Consequently, the following de Rham complex can be established:

0 Vh Eh Fh Ph 0.- - - - -
GRAD CURL DIV

2.2. Local restrictions of chains and cochains

Throughout the paper, we will consider the restriction of the k-chains and the k-cochains for k = 0, . . . , 3
to the geometric objects σ = v, e, f, P that have spatial dimension nσ and such that k ≤ nσ ≤ 3. The chain
restrictions are denoted by Ck(σ) and the cochain restrictions by Ck(σ). We also use the specific notation
illustrated in the two tables of Figure 2. The meaning of the symbols in Figure 2 is self-explanatory; for
example, VP is the linear space of the formal linear combinations of the vertices of the polyhedral element P;
Vh

P is the linear space of the vertex functions defined on VP, etc. Concerning the numerical approximation
of the PDEs, the restriction of the cochains can be identified with the local degrees of freedom used to build
the mimetic inner products. More precisely,
- for k = 0 and 0 ≤ nσ ≤ 3, the linear spaces of the nodal degrees of freedom are Vh

P , Vh
f , Vh

e , Vh
v ;

- for k = 1 and 1 ≤ nσ ≤ 3, the linear spaces of the edge degrees of freedom are Eh
P , Eh

f , Eh
e ;

- for k = 2 and 2 ≤ nσ ≤ 3, the linear spaces of the face degrees of freedom are Fh
P , Fh

f ;
- for k = 3 and nσ = 3, the linear space of the elemental degrees of freedom is Ph

P .
In particular, the cochains that belong to the diagonal entries of the cochain table, i.e., Vh

v Eh
e , Fh

f , Ph
P ,

are formed by single-valued functions since the corresponding entries of the chain table are Vv = span{v},
Ee = span{e}, Ff = span{f}, PP = span{P}. For example, the 0-cochain ϕ ∈ Vh

v is the grid function ϕ = (ϕv),
which assigns the value ϕv ∈ R to v, the unique vertex of Vv.

2.3. Interpolation and reconstruction operators

2.3.1. Interpolation and trace operators
The interpolation operators translate the spaces of smooth scalar or vector-valued functions into the

discrete spaces of cochains Vh
σ , Eh

σ , Fh
σ , and Ph

σ where the geometric object σ ranges through the set
{v, e, f,P} according to the combinations displayed in Figure 2. We use the symbol “Πk

σ” to denote the
interpolation operator that returns a k-cochain restricted to the geometric object σ and we specialize its
definition for k = 0, . . . , 3. Let te denote the unit vector parallel to edge e and nf the unit vector orthogonal
to face f; their orientation is assumed fixed once and for all consistently with orientations of all the geometric
objects forming the mesh complex Ωh. We consider:

- k = 0, the interpolation operator ΠVσ (q) ∈ Vh
σ applied to the scalar function q is defined as

(
ΠVσ (q)

)
v

= q(xv) ∀v ∈ σ,
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where σ can be any vertex v ∈ V , any edge e ∈ E , any face f ∈ F , and any element P ∈ P ;

- k = 1, the interpolation operator ΠEσ(u) ∈ Eh
σ applied to the vector-valued function u is defined as

(
ΠEσ(u)

)
e
=

∫

e

u · te dL ∀e ∈ σ,

where σ can be any edge e ∈ E , any face f ∈ F , and any element P ∈ P ;

- k = 2, the interpolation operator ΠFσ (u) ∈ Fh
σ applied to the vector-valued function u is defined as

(
ΠFσ (u)

)
f
=

∫

f

u · nf dS ∀f ∈ σ,

where σ can be any face f ∈ F and any element P ∈ P ;

- k = 3, the interpolation operator ΠPσ (u) ∈ Ph
σ applied to the scalar function q is defined as

(
ΠPσ (q)

)
P

=
∫

P

q dV ∀P ∈ σ,

where σ can be any element P ∈ P ;
Let us denote the differential operators of the continuum setting as d0 = grad, d1 = curl, d2 = div.

The interpolation operators, the mimetic differential operators d k
h and the differential operators dk are

characterized by the commuting property:

d k
h ◦Πk

σ = Πk+1
σ ◦ dk for k = 0, 1, 2, (6)

where again σ ∈ {v, e, f,P} in accordance with the admissible restrictions reported in Figure 2.
By specializing the definitions of Πk

σ, d k
h and dk we obtain the commuting relations:

GRAD ◦ΠVσ = ΠEσ ◦ grad, CURL ◦ΠEσ = ΠFσ ◦ curl and DIV ◦ΠFσ = ΠPσ ◦ div. (7)

We define the global interpolation operators ΠV , ΠE , ΠF , ΠP , that return the cochains defined on the mesh
complex Ωh by collecting together the local contributions. For example, ΠV is such that ΠV(ϕ)|P = ΠVP (ϕ|P)
for every ϕ ∈ Vh. For such global interpolation operators there hold a set of commuting relations like (7)
that prove the following commuting diagram:

C∞(Ω) -grad (
C∞(Ω)

)3 -curl (
C∞(Ω)

)3 -div
C∞(Ω)

Vh -GRAD
Eh -CURL

Fh -DIV
Ph

? ? ? ?
ΠV ΠE ΠF ΠP

We also consider the local interpolation operators in accordance with the restriction of the corresponding
global operators to σ. Let Πk

σ be the restriction of Πk to σ for 0 ≤ k ≤ nσ ≤ 3. We assume that Πk
σ(λ|σ ) =

Πk(λ)|σ , where λ|σ is the restriction of the function λ defined on Ω to the geometric object σ.

Let q be a smooth scalar field. Then, we introduce the following trace operators
- γv(q) := q(xv) is the value of q at the vertex v;
- γe(q)(x) := q(x) for x ∈ e is the value of q along the edge e;
- γf(q)(x) := q(x) for x ∈ f is the value of q on the face f.

Let v be a smooth vector field. Then, we introduce the following trace operators
- γt,e(v) := v · te is the trace of the tangential component of v along the edge e;
- γn,e(v) := v ·ne is the trace of the normal component of v along the edge e of the polygonal boundary ∂f

in the plane containing f;
- γn,f(v) := v · nf is the normal trace of v on the face f.

7



2.3.2. Reconstruction operators
The reconstruction operators are designed to remap cochains into scalar and vector-valued functions when

they are applied to the grid functions, i.e., the degrees of freedom, associated with vertices, edges, faces and
elements. Let Rk

σ denote the reconstruction operator acting on the k-cochains restricted to the geometric
object σ. The reconstruction operator Rk

σ is required to satisfy a number of formal properties that involve
the interpolation operators Πk

σ and the differentiation operators d k
h and dk. Among these properties, we

have the orthogonality property whose formulation requires the linear polynomial subspaces Ok
σ defined as

follows. Let “×” denote the cross product between three-dimensional vectors.
- For σ = P and k = 0, . . . , 3, we specialize Ok

P as follows:

OV
P = {0}, OE

P = {c(x− xP), ∀c ∈ R, ∀x ∈ P},
OF

P = {c× (x− xP), ∀c ∈ R3, ∀x ∈ P}, OP
P = {c · (x− xP), ∀c ∈ R3, ∀x ∈ P},

where xP is the barycenter of the cell P;
- for σ = f and k = 0, . . . , 2, we specialize Ok

P as follows:

OV
f = {0}, OE

f = {c(ξ − ξf), ∀c ∈ R, ∀ξ ∈ f}, OF
f = {c · (ξ − ξf), ∀c ∈ R3, ∀ξ ∈ f},

where ξf is the barycenter of the face f.
We list these properties as follows.
(R1), the reconstruction operator Rk

σ is a right inverse of the interpolation operator Πk
σ:

Πk
σ ◦Rk

σ = I, (8)

where I is the identity operator. For k = 0, . . . , 3 we obtain the relations:

ΠVσ ◦RV = I, ΠEσ ◦RE = I, ΠFσ ◦RF = I, ΠPσ ◦RP = I. (9)

(R2), the reconstruction operator Rk
σ is exact on the interpolation of polynomial fields of degree m ≥ 0:

Rk
σ ◦Πk

σ(λ) = λ ∀λ ∈ Ck(Ωh), with λ ∈ (Pm(σ))d (10)

where λ stands for a scalar polynomial function q (d = 1) or a d-sized vector-valued polynomial function
q (with d > 1). We specialize (10) for k = 0, . . . , 3 as follows:

RVσ ◦ΠVσ (c) = c, REσ◦ΠEσ(c) = c, RFσ ◦ΠFσ (c) = c, RPσ ◦ΠPσ (c) = c. (11)

(R3), the reconstruction operators “commutes” with the differentiation operators:

Rk+1
σ ◦ d k

h = dk ◦Rk
σ; (12)

For k = 0, 1, 2 we specialize (12) through the relations:

REσ◦ GRAD = grad ◦RVσ , RFσ ◦ CURL = curl ◦REσ , RPσ ◦ DIV = div ◦RFσ . (13)

(R4), the reconstruction operator Rk
σ for σ ∈ {f, P} and k ∈ [0, nσ] is orthogonal to Ok

σ with respect to the
L2 scalar products on σ:

∫

σ

Rk
σ(α) · µ1 = 0 ∀α ∈ Ck(σ), ∀µ1 ∈ Ok

σ, (14)

where the dot symbol “·” in the integral argument obviously depends on the spatial dimension of the
reconstructed fields.

(R5), let γσ be one of the trace operators defined at the end of subsection 2.3.1 . For 0 ≤ k < nσ ≤ 3, it
holds:

γσ ◦Rk
σ(α) = Rk

s (α|σ ) ∀α ∈ Ck(σ), ∀s ∈ ∂σ. (15)
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(R6), when k = nσ = 0, . . . , 3 we have the basic choice

Rk
σ(ϕ) =

{
ϕ|σ = ϕv if k = nσ = 0, i.e., σ = V ;

ϕ|σ/|σ| = ϕσ/|σ| if k = nσ > 0.

We particularize the basic choice as follows:

RVv (α) = αv ∀α = (αv)v∈Vv
∈ Vh

v , (16)

REe (α) = αe/|e| ∀α = (αe)e∈Ee
∈ Eh

e , (17)

RFf (α) = αf/|f| ∀α = (αf)f∈Ff
∈ Fh

f , (18)

RPP (α) = αP/|P| ∀α = (αP)P∈PP
∈ Ph

P . (19)

Remark 2.3 In [54], it is considered the general approximation property that states that

Rk
σ ◦Πk

σ = I+O (hr) , (20)

for some integer number r ≥ 1, which leads to the development of numerical methods of order r. To character-
ize the accuracy of our mimetic approximation, we pursue a different approach by introducing a consistency
condition that ensures the exactness of the mimetic inner products when applied to k-cochains that are the
interpolation of constant (scalar or vector-valued) functions.
Remark 2.4 Assumptions (R5) express the locality of the reconstructions in the hierarchy of cochains shown
by Figure 2. For example, RV

P (ϕ) is the scalar field defined on P that is reconstructed from the values of the
cochain ϕ ∈ VP at the vertices of P. Its restriction to the face f ∈ ∂P, i.e., γf ◦ RV

P (ϕ), is only determined
by the values that ϕ takes at the vertices of f and is equal to RV

f (α|f ).

We end this subsection with the definition of an admissible set of reconstruction.

Definition 1

– A set of reconstructions
{
Rk

σ, for 0 ≤ k ≤ 3 and σ such that nσ ≥ k
}

defined on the cochain structure
(Vh, Eh,Fh,Ph) is said admissible if all the reconstructions satisfy properties (R1)-(R6) for every 0 ≤
k ≤ 3 and every σ of dimension nσ ≥ k.

3. Mimetic inner products for a single element

We endow the linear space Ck(Ω) of the k-cochains defined on Ωh with the inner product

(α, β)Ck(Ω) :=
∫

Ω

Rk(α) ·Rk(β) ∀α, β ∈ Ck(Ωh). (21)

Similarly, the local inner product on σ ∈ {v, e, f, P} takes the form:

(α, β)Ck(σ) :=
∫

σ

Rk
σ(α) ·Rk

σ(β) ∀α, β ∈ Ck(σ). (22)

On one hand, the local reconstructions are the restriction of the global ones; on the other hand, the global
reconstructions collect together the contributions from the local ones. For example, let us identify σ with
the polyhedra P of Ωh. The reconstruction of the k-cochain α in Ck(Ωh) is defined by

Rk(α)|P = Rk
P(α|P) ∀P ∈ Ωh,

i.e., by considering all the local reconstructions Rk
P acting on the local degrees of freedom α|P .

The locality of the reconstructions implies that the reconstruction of a k-cochain ϕ on σ with 0 ≤ nσ ≤ 3
only depends on the restricted set of data ϕ|σ . This property allows us to split the global inner product for
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the k-cochains defined on Ω in (21) into the sum of the local inner products for the polyhedral elements
P ∈ P defined in (22) (take σ = P):

(α, β)Ck(Ω) =
∑

P∈Ωh

(α, β)Ck(P) =
∑

P∈Ωh

∫

P

Rk
P(α) ·Rk

P(β) ∀α, β ∈ Ck(Ω).

A similar splitting holds for every local inner product defined on the generic object σ.
Definition (22) is practically useless since to have an explicit representation of the reconstructed fields and,

hence, of the corresponding scalar product, is a very difficult task, except for very simple mesh geometries
such as decompositions into tetrahedra or regular hexahedra. Nonetheless, we can construct the mimetic
scalar product for the cochain space Ck(P) through a more effective and practical strategy. This strategy is
based on the remarkable property that all admissible reconstructions acting on the same cochain space share
the same average on the geometric object on which the cochains are defined. As a consequence, when one of
the arguments of the inner product is the interpolation of a constant field, its value does not depend on the
explicit form of the reconstruction itself. As we will see in the next subsections, this property is all we need to
define a family of mimetic inner products, and, eventually, a family of mimetic discretization methods. The
crucial point here is that we do not need to specify an explicit representation of the reconstruction operators
to implement a mimetic inner product, and, thus, a mimetic scheme, but only to prove that such operators
exist and satisfy the set of local conditions (R1)-(R6) of the previous section.

3.1. Average of admissible reconstructions

The reconstruction operators RVv and REe , which correspond to the zero-dimensional case k = nσ = 0 and
the one-dimensional case k = nσ = 1, are uniquely determined by the basic choices (16) and (17), respectively.
Therefore, we have RVv (ϕ) = ϕv for the single-valued 0-cochain ϕ = (ϕv) ∈ Vh

v and REe (ϕ) = ϕe/|e| for the
single-valued 1-cochain ϕ = (ϕe) ∈ Eh

e , and it is obvious that the quantity
∫

e

REe (ϕ) dL = ϕe

only depends on ϕ (and not on the specific choice of the reconstruction operator REe ).
The reconstruction operator RVe , i.e., the one-dimensional case determined by nσ = 1 and k = 0, is the

first non-trivial case.
Proposition 3.1 Let e be the edge that connects the vertices v1 and v2. For every admissible linear operator
RVe and every 0-cochain ϕ = (ϕv)v∈∂e ∈ Vh

e it holds:
∫

e

RVe (ϕ) dL =
ϕv1 + ϕv2

2
|e| ∀e ∈ E , (23)

which only depends on ϕ and e.
Proof. Let us consider the identity 1 = d(ξ − ξe)/dξ for the constant scalar field ξ, where ξ is a local
coordinate on the edge e connecting the vertices v1 and v2 and ξe is the midpoint of e. We integrate by parts
to obtain: ∫

e

RVe (ϕ) dL =
∫

e

RVe (ϕ)
d

dξ
(ξ − ξe) dL = −

∫

e

d

dξ

(
RVe (ϕ)

)
(ξ − ξe) dL

+γv2(R
V
e (ϕ)) (ξv2 − ξe)− γv1(R

V
e (ϕ)) (ξv1 − ξe), (24)

where, for i = 1, 2, ξvi is the coordinate vector of vertex vi and γvi is the restriction operator that evaluates
a scalar function at vi. The integral term in the right-hand side of (24) is zero. Indeed, we use (R3) with the
discrete gradient definition (3), the fact that REe is constant on e, cf. (17), and we obtain:

∫

e

d

dξ

(
RVe (ϕ)

)
(ξ − ξe) dL =

∫

e

REe
(GRAD(ϕ)|e

)
(ξ − ξe) dL = REe

(GRAD(ϕ)|e
) ∫

e

(ξ − ξe) dL = 0.

Relation (23) follows from (24) by using (R5) and noting that γvi(R
V
e (ϕ)) = RVv (ϕ|vi ) = ϕvi for i = 1, 2,

ξe = (ξv1 + ξv2)/2 and |e| = (ξv2 − ξv1).
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Let us now consider the two-dimensional reconstruction operators RFf , REf and RVf that return scalar
or vector-valued fields on f from the cochain spaces defined on such face. On each face f, we set the local
two-dimensional coordinate frame ξ = (ξ1, ξ2) and we will make use of the differential operators rot and
rot. Such operators, for every vector field w(ξ) = (w1(ξ), w2(ξ)) and every scalar field v(ξ) for ξ ∈ f, satisfy
the definitions

rot(v) =
(
− ∂v

∂ξ2
,

∂v

∂ξ1

)
and rot(w) = −∂w1

∂ξ2
+

∂w2

∂ξ1
,

and are related to one another by the integration by parts formula:
∫

f

w · rot(v) dS = −
∫

f

rot(w)v dS +
∫

∂f

γt,e(w) v dL where γt,e(w) = tf,e ·w and tf,e =
(

0 −1
1 0

)
nf,e.

As RFf must obey the basic choice (18), the non-trivial cases are only those of REf and RVf , for which we
prove Proposition 3.2 here below.
Proposition 3.2
(i) Let nf,e denote the unit vector orthogonal to e ∈ ∂P in the plane containing f. Then, for every admissible
reconstruction operator RVf and every 0-cochain ϕ = (ϕv)v∈∂f ∈ Vh

f it holds that
∫

f

RVf (ϕ) dS =
1
2

∑

e∈∂f

(ξe − ξf) · nf,e

(ϕv1 + ϕv2

2
|e|

)
, (25)

where we recall that ξe is the midpoint of e. Relation (25) only depends on ϕ, the face f and the edges e ∈ ∂f.

(ii) Let ei for i = 1, 2 be the i-th vector of the canonical basis of R2, and p1
i be a linear polynomial on e such

that ei = rot
(
p1

i (ξ)
)

for ξ ∈ e. Then, for every admissible reconstruction operator REf and every 1-cochain
ϕ = (ϕe)e∈∂f ∈ Eh

f it holds that
∫

f

REf (ϕ) · ei dS = −
∑

e∈∂f

ϕe

|e|
∫

e

p1(ξ) dL, (26)

which only depends on ϕ, ei, the face f and the edges e ∈ ∂f.
Proof. (i) Let us consider the identity 2 = div(ξ − ξf), which holds for every ξ ∈ f. We integrate by parts
and we obtain

2
∫

f

RVf (ϕ) dS =
∫

f

RVf (ϕ) div(ξ − ξf) dS = −
∫

f

grad(RVf (ϕ)) · (ξ − ξf) dS

+
∑

e∈∂f

∫

e

γe(RVf (ϕ))nf,e · (ξ − ξf) dL, (27)

where γe is the trace operator associated with the edge e and nf,e is the two-dimensional unit vector orthog-
onal to e and pointing out of the two-dimensional planar region enclosed by ∂f. The first integral term in
the right-hand side of (27) is zero. Indeed, we use (R3) with the discrete gradient definition (3) and (R4),
which implies that REf is orthogonal to OE

f . We obtain:
∫

f

grad(RVf (ϕ)) · (ξ − ξf) dS =
∫

f

REf
(GRAD(ϕ)|f

) · (ξ − ξf) dS = 0. (28)

We use (28) in (27), we apply (R5), we evaluate (ξ − ξf) · nf,e, which is constant along each edge e ∈ ∂f, at
the edge midpoint ξe, and we get

2
∫

f

RVf (ϕ) dS =
∑

e∈∂f

∫

e

RVe (ϕ|e)nf,e · (ξ − ξf) dL =
∑

e∈∂f

nf,e · (ξe − ξf)
∫

e

RVe (ϕ|e) dL. (29)

Eventually, we evaluate the integrals in the right-hand side of (29) by the result of Proposition 3.1 and we
obtain (25).
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(ii) Let us consider the constant vector field

ei = rot(p1
i ) where p1

i (ξ) := −
(

0 −1
1 0

)
(ξ − ξf). (30)

Using (30) and integrating by parts yield
∫

f

REf (ϕ) · ei dS = −
∫

f

rot(REf (ϕ))p1
i dS +

∑

e∈∂f

∫

e

γt,e

(
REf (ϕ)

)
p1

i dL, (31)

where γt,e is the trace operator that returns the tangential component of a vector on the edge e. The first
integral term in the right-hand side of (31) is zero. Indeed, we use (R3) with the discrete curl definition (4),
the fact that RFf is constant on f, cf. (18), and we obtain:

∫

f

rot(REf (ϕ))p1
i dS =

∫

f

RFf
(CURL(ϕ)|f

)
p1

i (ξ) dS = RFf
(CURL(ϕ)|f

) ∫

f

p1
i dS = 0. (32)

We use (32) in (31), property (R5) and the basic choice of REe from (R6), cf. (17), to obtain
∫

f

REf (ϕ) · ei dS = −
∑

e∈∂f

∫

e

γt,e

(
REf (ϕ)

)
p1

i dL = −
∑

e∈∂f

∫

e

REe (ϕ|e) p1
i dL = −

∑

e∈∂f

∫

e

ϕe

|e|
∫

e

p1
i dL

and we eventually recognize (26).

Let us now characterize the three-dimensional reconstruction operators RPP , RFP , REP and RVP . Obviously,
RPP must obey the basic choice (19) and the non-trivial cases are only those of RFP , REP and RVP , for which
we prove the following proposition.
Proposition 3.3
Let ei be the i-th vector of the canonical basis of R3, i = 1, 2, 3.

(i) For every admissible reconstruction operator RVP and every 0-cochain ϕ = (ϕv)v∈∂P ∈ Vh
P it holds:

∫

P

RV(ϕ) dV =
1
3

∑

f∈∂P

(x− xP) · nP,f

∑

e∈∂f

(
(ξe − ξf) · nf,e

)
|e

ϕ|v1 + ϕ|v2
2

|e| ,

where ξe is the midpoint of edge e ∈ ∂f, ξf is the barycenter of face f, and nf,e is the unit vector orthogonal
to e ∈ ∂P in the plane containing f.

(ii) For every admissible reconstruction operator REP and every 1-cochain ϕ = (ϕe)e∈∂P ∈ Eh
P it holds:

∫

P

REP(ϕ) · ei dV =
1
2

∑

f∈∂P

∫

f

REf
(
ϕ|f

) ·αf,i dS, (33)

where REf is any admissible reconstruction operator for f ∈ ∂P and the vector field αf,i is given by

αf,i = nP,f · (xf − xP)γt,f(ei) + (nP,f · ei)
(
γt,f(xP)− ξf

)
, (34)

and xf and xP are the barycenters of f and P, respectively.

(iii) For every admissible reconstruction operator RFP and every 2-cochain ϕ = (ϕf)f∈∂P ∈ Fh
P it holds:

∫

P

RFP (ϕ) · ei dV =
∑

f∈∂P

ϕ|f
|f| ei · (xf − xP) |f| . (35)

Proof. (i) Let us consider the identity 3 = div(x− xP). We integrate by parts and we obtain

3
∫

P

RVP (ϕ) dV =
∫

P

(RVP (ϕ) div(x− xP) dV

= −
∫

P

grad(RVP (ϕ)) · (x− xP) dV +
∑

f∈∂P

∫

f

γn,f

(
RVf (ϕ)

)
(x− xP) · nP,f dL, (36)
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where γn,f is the normal trace operator associated with the face f and nP,f is the unit vector perpendicular
to f and pointing out of P. The first integral term in the right-hand side of (36) is zero. Indeed, we use (R3)
with the discrete gradient definition (3) and (R4), which implies that REP is orthogonal to OE

P . We obtain:
∫

P

grad(RVP (ϕ) · (x− xP) dV =
∫

P

REP
(
grad(ϕ)

) · (x− xP) dV = 0. (37)

We use (37) in (36) and we get:

3
∫

P

RVP (ϕ) dV =
∑

f∈∂P

∫

f

RVf
(
ϕ|f

)
(x− xP) · nP,f dL = 0. (38)

Since (x−xP) ·nP,f is constant on each face f and RVf is an admissible reconstruction operator the result of
the left-hand side of (36) does not depend on the reconstruction operator RVP (and nor on RVf for each f of
∂P).

(ii) Let us consider the constant vector field

2 ei = curl(p1(x)) with p1
i (x) = ei × (x− xP) for x ∈ P, (39)

where “×” denotes the cross product between three-dimensional vectors. We use (39), we integrate by parts
and we obtain

2
∫

P

REP(ϕ) · ei dV =
∫

P

REP(ϕ) · curl(p1
i ) dV

=
∫

P

curl
(
REP(ϕ)

) · p1
i dV +

∑

f∈∂P

∫

f

γt,f

(
REP(ϕ)

) · γt,f(nP,f × p1
i ) dS, (40)

where γt,f is the trace operator that returns the trace of a three-dimensional vector field over a generic
two-dimensional face f of ∂P and nP,f is the unit normal vector pointing out of P. The first integral term in
the right-hand side of (40) is zero. Indeed, we use (R3) with the discrete curl definition (4) and (R4), which
implies that RFP is orthogonal to OF

P . We obtain:
∫

P

curl
(
REP(ϕ)

) · p1
i dV =

∫

P

RFP
(
(CURL(ϕ)

) · p1
i dV = 0. (41)

We use (41) in (40) and Assumption (R5) to get

2
∫

P

REP(ϕ) · ei dV =
∑

f∈∂P

∫

f

γt,f

(
REP(ϕ)

) · γt,f(nP,f × p1) dS =
∑

f∈∂P

∫

f

REf (ϕ) · γt,f(nP,f × p1) dS. (42)

We apply some vector calculus to check that

nP,f × p1
i = nP,f · (x− xP)ei − (nP,f · ei)(x− xP). (43)

Using the linearity of the traces (and noting that nP,f · (x− xP) is a constant quantity on f) yields

γt,f

(
nP,f × p1

)
= nP,f · (x− xP)γt,f(ei)− (nP,f · ei)γt,f(x− xP). (44)

We set ξ = γt(x) and recall that ξf stands for the barycenter of face f. Adding and subtracting (nP,f · ei) · ξf

and rearranging the terms in (44) yields

γt,f

(
nP,f × p1

i

)
= nP,f · (x− xP)γt,f(ei) + (nP,f · ei)

(
γt,f(xP)− ξf

)− (nP,f · ei)(ξ − ξf). (45)

We shorten the notation by introducing the constant vector αf,i that collects the first two terms in the
right-hand side of (45) as in (34). We also evaluate nP,f · (x − xP) at the face center xf since, as we have
already noted, this quantity is constant on f. Then, by going back to (42) and using (R5) we obtain the
following relation:

2
∫

P

REP(ϕ) · ei dV =
∑

f∈∂P

∫

f

REf
(
ϕ|f

) ·αf,i dS −
∑

f∈∂P

(nP,f · ei)
∫

f

REf (ϕ|f
) · (ξ − ξf) dS. (46)
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Since REf is an admissible reconstruction operator, the first term in the right-hand side of (46) does not
depend on the choice of the reconstruction operator REP. Moreover, the second term in the right-hand side
of (46) is zero. In fact, (R4) implies that REf is orthogonal to OE

f , and using (R5) yields
∫

f

γt

(
REP(ϕ)

) · (ξ − ξf) dS =
∫

f

REf
(
ϕ|f

) · (ξ − ξf) dS = 0.

Using this fact in (46) proves (34).

(iii) Let us consider the constant vector field

ei = grad(p1
i ) where p1

i (x) := ei · (x− xP) for x ∈ P. (47)

We use (47), we integrate by parts and we obtain
∫

P

RFP (ϕ) · ei dV =
∫

P

RFP (ϕ) · grad(p1
i ) dV

= −
∫

P

div
(
RFP (ϕ)

)
p1

i dV +
∑

f∈∂P

∫

f

γn,f

(
RFP (ϕ)

)
p1

i dV, (48)

where γn,f is the trace operator that returns the normal component of a vector field on face f. Once more,
the first integral term in the right-hand side of (48) is zero. Indeed, we use (R3) with the discrete divergence
definition (5), the fact that RPP is constant on P, cf. (19), and we obtain:

∫

P

div
(
RFP (ϕ)

)
p1

i dV =
∫

P

RPP
(DIV(ϕ)|P

)
p1

i dV = RPP
(DIV(ϕ)|P

) ∫

P

p1
i dV = 0. (49)

We use (49) in (48), we apply property (R5), the basic choice (19), and the midpoint integration rule, which
is exact for linear polynomials, to obtain (35):

∫

P

RFP (ϕ) · ei dV =
∑

f∈∂P

∫

f

γf

(
RFP (ϕ

)
p1

i (x) dV =
∑

f∈∂P

ϕ|f
|f|

∫

f

p1
i (x) dV. =

∑

f∈∂P

ϕ|f
|f| ei · (xf − xP). (50)

3.2. Construction of the mimetic inner products

Based on the above results, we can now construct a family of mimetic inner products that are exact when
one of the arguments is the interpolation of a constant field. This property does not determine uniquely
an inner product in Vh

P , Eh
P , Fh

P (or in Vh
f and Eh

f ), and, hence, we need to introduce a systematic way to
“complete” each inner product. To apply this strategy in all the cases of interest, we need to assume that
any face f and edge e in ∂P scale consistently with P; formally, we require that

|P| ∼ diam(P)3 ∼ |f|3/2 ∼ diam(f)3 ∼ |e|3 ; (51)

where a ∼ b stands for: “there exist two constants c and C such that ca ≤ b ≤ Ca”. In particular,
equation (51) implies that the size of all the geometric objects like faces and edges in an element are
comparable. We express this concept through two positive numbers |f|m and |e|m that are such that:

|f| ∼ |f|m ∀e ∈ ∂P and |e| ∼ |e|m ∀f ∈ ∂P.

Since all the cochain spaces are finite-dimensional linear spaces, the action of any inner product can be
represented by a symmetric and positive definite matrix, which is defined with respect to a suitable basis. The
canonical basis is not well suited for the construction of the scalar product matrix even if such matrix offers
the advantage of acting directly on the degrees of freedom of the discrete differential operators defined in
section 2.1.3. A better alternative basis at the cost of a basis transformation is provided by first choosing the
interpolation of constant (scalar or vector) fields as the first elements of the basis set, and, then, completing
the basis set in accordance with an orthogonality relation. We illustrate the process by discussing in details
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the construction of the scalar product (·, ·)Fh
P

for the 2-cochain space Fh
P , which is also the case treated

in [30]. According to the definition given in (35), we set

(ϕ,ΠF (c))Fh
P

=
∑

f∈∂P

ϕ|f
|f| c · (xf − xP) |f| . (52)

Since (·, ·)Fh
P

mimics an L2-inner product on P, relation (52) implies that the cochain ϕ must scale as |f|m.
Let e1, e2, and e3 be the canonical basis of the three-dimensional space R3. First, we set

ϕ̃i = ΠFP ei, i = 1, 2, 3.

These three 2-cochains properly scale like |f|m, cf. the definition of the operator ΠFσ (u) ∈ Fh
σ for σ = P (and

k = 2) given in subsection 2.3.1. Then, we complete the basis set by adding (NF
P − 3) linearly independent

cochains that are consistently required to scale like |f|m and verify the orthogonality condition
(
ϕ̃i, ϕ̃j

)
Fh

P

= 0, i = 1, 2, 3 and j = 4, . . . NF
P . (53)

Thanks to Proposition 3.3, (iii), the scalar product in (53) is uniquely defined as the cochains ϕ̃i are the
interpolation of the constant fields ei, i = 1, 2, 3. Thus, relations (35) and (53) determine the first three lines
and three columns of the matrix that represents the scalar product. In fact, we apply the inner product
definition (22), we use property (R2) and the result of Proposition 3.3, (iii), and we obtain

(
ϕ,ΠFP (ei)

)
Fh

P

=
∫

P

RFP (ϕ) ·RFP (ΠFP (ei)) dV =
∑

f∈∂P

ϕ|f
|f| ei · (xf − xP) |f| , (54)

which holds for every 2-cochain ϕ ∈ Fh
P and returns the same value for all the possible admissible reconstruc-

tions. Now, we are left to set the (NF
P − 3)× (NF

P − 3)-sized lower diagonal block, but here any symmetric
positive definite matrix that properly scales can be used. The scaling of the lower diagonal block must be
the same of the upper diagonal block, and, in view of our choice of the degrees of freedom, the simplest
choice for this block is given by:

|P| I(NF
P
−3)×(NF

P
−3).

The identity matrix I(NF−3)×(NF−3) can be replaced by any symmetric positive definite matrix whose eigen-
values are uniformly bounded away from 0 and +∞. These bounds will guarantee that there exists two
constants c and C such that

ϕ ∈ Fh
P : c |P|

∑

f∈∂P

∣∣ϕ|f
∣∣2 ≤ (

ϕ, ϕ
)
Fh

P

≤ C |P|
∑

f∈∂P

∣∣ϕ|f
∣∣2 .

In the rest of the subsection we discuss how to construct a mimetic inner product for the two- and three-
dimensional cases considered in this paper by using the results of subsection 3.1. In each case, we need two
ingredients: (i) the result when one of the elements is the interpolation of a constant, (ii) the choice of the
scaling for the canonical basis, which must be equal to the scaling used for the rest.

3.2.1. Two-dimensional case
We start from the scalar product in Vh

f that we denote by (·, ·)Vh
f
. For every constant scalar field c on the

mesh face f, we apply the inner product definition (22), we use property (R2) and the result of Proposition 3.2,
(i), and we obtain

(
ϕ, ΠVf (c)

)
Vh

f

=
∫

f

RVf (ϕ) ·RVf (ΠVf (c)) dS =
∫

f

RVf (ϕ)c dS = c
∑

e∈∂f

(ξe − ξf) · nf,e
ϕv1 + ϕv2

2
|e| , (55)

which holds for every 0-cochain ϕ ∈ Vh
f . We take ΠVf (1) as the first element of the basis set and we complete

the set by choosing (NV
f − 1) elements in Vh

f that scale as 1 (as ΠVf (1) does) and are orthogonal to ΠVf (1)
with respect to the inner product given by (55). Formula (55) determines the first line and column of the
scalar product matrix with respect to this basis. The matrix for the scalar product is eventually constructed
by knowing that the scaling to be used is |f|m.
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Then, we consider the scalar product in Eh
f that we denote by (·, ·)Eh

f
. For every constant vector field

c =
∑2

i=1 ciei on the mesh face f, we apply the inner product definition (22), we use property (R2) and the
result of Proposition 3.2, (ii), and we obtain

(
ϕ, ΠEf (c)

)
Eh

f

=
∫

f

REf (ϕ) ·REf (ΠVf (c)) dS =
∫

f

REf (ϕ)c dS =
2∑

i=1

ci

∫

f

REf (ϕ) · ei dS

= −
2∑

i=1

ci

∑

e∈∂f

ϕe

|e|
∫

e

p1
i (ξ) dL, (56)

where p1
i is the linear polynomial associated with ei through Proposition 3.2, (i), and which holds for every

1-cochain ϕ ∈ Eh
f . We take ΠEf (ei), i = 1, 2, as the first two elements of the basis set and we complete the set

by choosing (NE
f −2) elements in Eh

f that scale as |e| (as both ΠEf (e1) and ΠEf (e2) do) and are orthogonal to
the first two elements with respect to the inner product given by (56) Formula (56) determines the first two
lines and columns of the scalar product matrix with respect to this basis. The matrix for the scalar product
is eventually constructed by knowing that the scaling to be used is 1.

3.2.2. Three-dimensional case
In this section, we detail the construction of the mimetic inner product for Vh

P and Eh
P , respectively denoted

by (·, ·)Vh
P

and (·, ·)Eh
P
. The scalar product for Fh

P has been discussed as the initial example and we will not
repeat its derivation here.

To construct the scalar product in Vh
P we proceed as follows. For every constant scalar field c on the

mesh polyhedron P, we apply the inner product definition (22), we use property (R2) and the result of
Proposition 3.3, (i), and we obtain

(
ϕ,ΠVP (c)

)
Vh

P

=
∫

P

RVP (ϕ) ·RVP (ΠVP (c)) dV =
∫

P

RVP (ϕ)c dV

=
c

3

∑

f∈∂P

(xf − xP) · nP,f

∑

e∈∂f

(
(ξe − ξf) · nf,e

)
|e

ϕ|v1 + ϕ|v2
2

|e| , (57)

which holds for every 0-cochain ϕ ∈ Vh
P . We take ΠVP (1) as the first element of the basis set and we complete

the set by choosing (NF
P − 1) elements in Vh

P that scale as |P| (as ΠV(()1) does) and are orthogonal to the
first basis element with respect to the inner product given by (57).

Then, we deal with the scalar product in Eh
P . For every contant vector field c =

∑3
i=1 ciei on the mesh poly-

hedron P, we apply the inner product definition (22), we use property (R2) and the result of Proposition 3.3,
(i), and we obtain

(
ϕ,ΠEP(c)

)
Eh

P

=
∫

P

REP(ϕ) ·REP(ΠEP(c)) dV =
∫

P

REP(ϕ)c dV =
3∑

i=1

ci

∫

P

REP(ϕ) · ei dV

=
3∑

i=1

ci

2

∑

f∈∂P

∫

f

REf
(
ϕ|f

) ·αf,i dS, (58)

where the vector field αf,i is given by (34), and which holds for every 1-cochain ϕ ∈ Eh
P . We take ΠEP(ei) for

i = 1, 2, 3 as the first three vectors of the basis set, and we complete the set by choosing (NE
P − 3) elements

in Eh
P that scale as |P| (as the three discrete field ΠEP(ei) do) and are orthogonal to the first three elements

with respect to the inner product given by (58)

4. Numerical examples

We present a set of numerical experiments to confirm the effectiveness of the mimetic inner products
developed in the previous sections to the discretization of partial differential equations. In subsections 4.1
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and 4.2 we consider the Maxwell equations related to the curl-curl and div-curl problems. In subsection 4.3
we consider the Maxwell eigenvalue problem. We focus here on the eigenvalue computation because it is
well-known that such problem is a delicate step in the context of Maxwell equations [22].

In the next subsections we will make use of the functional space

H(curl, Ω) =
{
v ∈ (L2(Ω))2 such that curl(v) ∈ (L2(Ω))2

}
(59)

and its affine subspace

Hg(curl, Ω) =
{
v ∈ H(curl, Ω) such that v × n = g on Γ

}
. (60)

We shall also consider the functional space H0(curl,Ω) that is defined by setting g = 0 in (60). We do not
explicitly require that the vector fields in Hg(curl, Ω) be divergence-free. We shall consider the functional
space H1(Ω) of the scalar fields in L2(Ω) with first derivatives in L2(Ω) and its linear subspace

H1
0 (Ω) =

{
q ∈ L2(Ω),grad(q) ∈ (L2(Ω))2, with q = 0 on Γ

}
. (61)

4.1. Magnetostatics: the curl-curl model

Let us consider the magnetostatic model in curl-curl form for the vector potential u:

curl
(
µ−1curl(u)

)
+ cu = J in Ω, (62)

u× n = g on ∂Ω, (63)

with right-hand side J ∈ (L2(Ω))3, µ the magnetic permeability, and with the scalar positive coefficient c.

The variational formulation of problem (62)-(63) reads as:

Find u ∈ Hg(curl, Ω) such that:
∫

Ω

µ−1curl(u) · curl(v) dV + c

∫

Ω

u · v dV =
∫

Ω

J · v dV ∀v ∈ H0(curl, Ω). (64)

Under our assumptions on the data, the left-hand side of (64) is a continuous and coercive bilinear form on
H0(curl,Ω) × H0(curl, Ω); the right-hand side of (64) is a continuous functional on H0(curl,Ω). Existence
and uniqueness of the solution u ∈ Hg(curl, Ω) follows from the Lax-Milgram lemma.

To design a mimetic discretization of problem (64), we first define the degrees of freedom, which represent
the scalar and vector fields in the discrete setting. To this end, we consider the edge-based discrete field
uh ∈ Eh, whose components ue approximate the value of the edge average of the tangential component of
the vector field u along the mesh edge e. The affine subspace Eh

g of Eh is formed by the edge functions
vh = {ve} ∈ Eh that are such that each edge value ve equals the average on the edge e of the tangential
component of the vector g. The linear subspace Eh

0 is immediately derived by setting g = 0 in the previous
definition. We characterize the action of the curl operator on the grid functions in Eh through the mimetic
curl operator CURL defined in (4).

We approximate the integrals in (64) by the mimetic inner products (·, ·)Eh and (·, ·)Fh for edge and face
functions as follows: ∫

Ω

µ−1curl(u) · curl(v) dV ≈ (CURL(uh), CURL(vh)
)
Fh , (65)

∫

Ω

u · v dV ≈ (
vh, qh

)
Eh . (66)

The mimetic discretization of (64) reads as:
Find uh ∈ Eh

g such that:
(CURL(uh), CURL(vh)

)
Fh +

(
vh,uh

)
Eh =

(
Jh,vh

)
Eh ∀vh ∈ Eh

g . (67)
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Fig. 3. Test on Curl-Curl model. Left plot: subdivision of Ω =]0, 1[×]0, 1[×]0, 1[ in a prysmatic fashion with polygonal basis;
right plot a portion around the vertex (1, 1, 1) has been removed to show the interior structure. First mesh of the mesh sequence
“Mesh-F” of the FVCA-6 Benchmark [48].

We consider the relative errors:

Erel(u) =
|||uh −ΠE(u)|||Eh

|||ΠE(u)|||Eh

, Erel(curl(u)) =
|||CURL(uh −ΠE(u)|||Fh

|||CURL(ΠE(u))|||Fh

, (68)

where ||| · |||Eh
and ||| · |||Fh

are the (mesh-dependent) norms induced by the mimetic inner product defined
in Eh and Fh, respectively.

In Tables 1-2, we show the result for the approximation of u and curl(u) when we solve (64) on the
cubic domain Ω =]0, 1[×]0, 1[×]0, 1[ using the mesh sequences “Mesh-A” (regular hexahedra) and “Mesh-F”
(prysmatic cells) of the FVCA-6 Benchmark [48]. Figure 3 show the first mesh of the sequence. A portion
of the mesh around the vertex (1, 1, 1) has been removed to show the internal mesh structure.

The current vector J and the boundary conditions are determined by imposing the exact solution:

u(x, y, z) =




x(1− x) y(1− y) z(1− z) + sin(2πx) y sin(2πz)
xy + xz + yz + 1 + sin(2πx) y cos(2πz)

sin(2πx) sin(2πy) sin(2πz)


 .

h Erel(u) Rate Erel(curl(u)) Rate

4.330 10−1 5.148 10−2 −− 5.929 10−2 −−
2.165 10−1 1.419 10−2 1.859 1.290 10−2 2.200

1.083 10−1 3.587 10−3 1.983 2.610 10−3 2.305

5.413 10−2 8.944 10−4 2.003 5.018 10−4 2.378
Table 1
Curl-Curl magnetostatic problems for constant µ; relative approximation errors and convergence rates with respect to h for u
and curl(u) using the mesh family “Mesh-A” (regular hexahedra) from the FVCA-6 Benchmark [48].

h Erel(u) Rate Erel(curl(u)) Rate

2.243 10−1 3.404 10−1 −− 2.709 10−2 −−
1.182 10−1 1.301 10−1 1.500 7.792 10−3 1.944

7.924 10−2 6.589 10−2 1.702 3.300 10−3 2.149
Table 2
Curl-Curl magnetostatic problems for constant µ; relative approximation errors and convergence rates with respect to h for u
and curl(u) using the mesh family “Mesh-F” (prysmatic cells) from the FVCA-6 Benchmark [48].

4.2. Magnetostatics: the div-curl model

Let us consider the magnetostatic model in div-curl form for the vector potential u and a suitable Lagrange
multiplier field p to take into account the solenoidal constraint:
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curl
(
µ−1curl(u)

)
+ grad(p) = J in Ω, (69)

div(u) = 0 in Ω, (70)
u× n = g on ∂Ω, (71)

where J is the current vector and µ the magnetic permeability.

The variational formulation of problem (69)-(71) reads:

Find (u, p) ∈ Hg(curl,Ω)×H1
0 (Ω) such that:

∫

Ω

µ−1curl(u) · curl(v) dV +
∫

Ω

v · grad(p) dV =
∫

Ω

J · v dV ∀v ∈ H0(curl, Ω), (72)
∫

Ω

u · grad(q) dV = 0 ∀q ∈ H1
0 (Ω). (73)

Under suitable assumptions on the regularity of µ, the well-posedness of (72)-(73) can be proved in the
framework of Brezzi-Babuska theory for saddle-point problems [29].

To design a mimetic discretization of problem (72)-(73), we first define the degrees of freedom, which
represent the scalar and vector fields in the discrete setting:

(i) the node-based discrete field ph ∈ Vh, whose components pv approximate the value of the scalar field p
at the vertices of the mesh. The linear subspace Vh

0 ⊂ Vh is formed by all the node functions whose value
is zero at the boundary nodes;
(ii) the edge-based discrete field uh ∈ Eh, whose components ue approximate the value of the edge average
of the tangential component of the vector field u along the mesh edge e. The affine subspace Eh

g and the
linear subspace Eh

0 are the same defined as in subsection 4.1.

We characterize the gradient operator on the grid functions of Vh through the mimetic operator GRAD
defined in (3). We characterize the curl operator on the grid functions of Eh through the mimetic operator
CURL defined in (4).

We approximate the integrals in (72)-(73) by the mimetic inner products (·, ·)Eh and (·, ·)Fh for edge and
face functions as follows:∫

Ω

µ−1curl(u) · curl(v) dV ≈ (CURL(uh), CURL(vh)
)
Fh , (74)

∫

Ω

v · grad(q) dV ≈ (
vh,GRAD(qh)

)
Eh . (75)

The mimetic discretization of (72)-(73) reads as:
Find (uh, ph) ∈ Eh

g × Vh
0 such that:

(CURL(uh), CURL(vh)
)
Fh +

(
vh,GRAD(ph)

)
Eh =

(
Jh,vh

)
Eh ∀vh ∈ Eh

0 , (76)
(
uh,GRAD(qh))Eh = 0 ∀qh ∈ Vh

0 . (77)

This mimetic discretization is similar to the ones considered in [28, 60].

In Tables 3-4 we show the result for the approximation of u and curl(u) when we solve (72)-(73) with the
variable magnetic permeability

µ−1(x, y, z) =




1 + y2 + z2 −xy −xz

−xy 1 + x2 + z2 −yz

−xz −yz 1 + x2 + y2




using the mesh sequences “Mesh-A” (regular hexahedra) of the FVCA-6 Benchmark [48]. The relative errors
are measured using the two norms defined in (68).
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The current vector J and the boundary conditions are determined by imposing the exact solutions:

u(x, y, z) =




2π r(x) sin(2πy) cos(2πz)
− r′(x) cos(2πy) cos(2πz)
−2 r′(x) sin(2πy) sin(2πz)




with r(x) = x4 and p(x, y, z) = 64 x (1− x) y (1− y) z (1− z).

h Erel(u) Rate Erel(curl(u)) Rate

2.500 10−1 2.314 10−1 −− 2.335 10−1 −−
1.250 10−1 5.559 10−2 2.057 5.896 10−2 1.985

6.250 10−2 1.385 10−2 2.004 1.477 10−2 1.996

3.125 10−2 3.461 10−3 2 3.696 10−3 1.999
Table 3
Div-Curl magnetostatic problems for constant µ: relative approximation errors and convergence rates with respect to h for u
and curl(u) using mesh family “Mesh-A” (regular hexahedra) from the FVCA-6 Benchmark [48].

h Erel(u) Rate Erel(curl(u)) Rate

2.500 10−1 2.200 10−1 −− 2.290 10−1 −−
1.250 10−1 5.588 10−2 1.977 6.183 10−2 1.889

6.250 10−2 1.419 10−2 1.977 1.578 10−2 1.970

3.125 10−2 3.563 10−3 1.993 3.965 10−3 1.992
Table 4
Div-Curl magnetostatic problems for variable µ; relative approximation errors and convergence rates with respect to h for u
and curl(u) using mesh family “Mesh-A” (regular hexahedra) from the FVCA-6 Benchmark [48].

4.3. Maxwell eigenvalue problem

We build new mimetic approximation schemes for the cavity resonator problem with perfectly conducting
boundary conditions. Throughout this section, we will refer to this problem as the “Maxwell eigenvalue
problem”. Let Ω be a polygonal domain in 2-D or a polyhedral domain in 3-D with a Lipschitz boundary Γ.
The Maxwell eigenvalue problem on the computational domain Ω involves the electric field E, the magnetic
induction field H, the magnetic permeability µ, the electric permittivity ε. It reads as:

find the real eigenvalues λ = ω2 corresponding to the frequencies ω > 0 and the real eigenfield E and H
such that

curl(E)− iωµH = 0 in Ω, (Faraday law)

curl(H) + iωεE = 0 in Ω, (Ampère law)

E× n = 0 and H · n = 0 on Γ, (perfect conductor b.c.)

div(εE) = 0 and div(µH) = 0 in Ω, (gauge condition)

(78)

where n denotes the outward normal to Γ. The quantities µ and ε are scalar real-valued functions defined on
Ω and describe the material properties that are usually determined through experimental measures. Typical
assumptions on µ and ε are that they are piecewise smooth functions with jumps at the material interfaces
and that are bounded from below and from above. In the test cases considered in this subsection, µ and ε are
either constant fields on the whole domain Ω or constant fields within subdomains of Ω. We recall that the
functional space H(curl, Ω) is the space of L2(Ω) fields with curl in L2(Ω); the functional space H0(curl, Ω)
is the subspace of H(curl,Ω) with perfectly conducting electric boundary conditions; the functional space
H(div,Ω) is the space of L2(Ω) fields with divergence in L2(Ω).

The electric variational formulation of the Maxwell eigenvalue problem reads as:

find the frequencies ω > 0 and the electric field E ∈ H0(curl, Ω) ∩ H(div,Ω)\{0} such that div(εE) = 0
and ∫

Ω

µ−1curl(E) · curl(E′) dV = ω2

∫

Ω

εE ·E′ dV ∀E′ ∈ H0(curl, Ω) ∩H(div,Ω). (79)
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The triplet (ω,E,H) with H = curl(E)/iωµ as provided by the Faraday law in (78) is called the Maxwell
eigenmode. In two dimensions, the domain Ω becomes the section of an infinitely long cylinder, and, under
suitable symmetries, the electric field verifies an equation like (79), where “curl” denotes the scalar curl
operator for a two-component vector. Instead, the magnetic field verifies a Poisson-like equation such as

find the frequencies ω > 0 such that there exists a scalar field ϕ ∈ H1
0 (Ω)\{0} such that∫

Ω

ε−1grad(ϕ) · grad(ϕ′) dV = ω2

∫

Ω

µϕϕ′ dV ∀ϕ′ ∈ H1
0 (Ω). (80)

We will refer to (80) as the 2-D scalar magnetic formulation.
To deal with such problems numerically, we propose a new mimetic approximation of the two-dimensional

electric and magnetic variational formulations, and a new mimetic approximation of the three-dimensional
electric variational formulation. All these numerical approximations are readily built by specifying the degrees
of freedom, the discretizations of the curl and gradient operators, and the mimetic inner products. Most of
the test cases that we present in this subsection are taken from the benchmark webpage [45]. We also refer
the interested reader to [43] for a thourough description of the Maxwell eigenmodes in three-dimensional
tensor product domains.

We approximate the electric variational formulation (79) in two and three dimensions through these three
steps:

(i), we represent the electric fields E and E′ in the mimetic setting through the degrees of freedom of the
edge functions Eh and E′h;
(ii), we characterize the action of the curl operator on such discrete functions through the mimetic curl
operator CURL defined in (4);
(iii) we approximate the integrals in (79) by the mimetic inner products (·, ·)Eh and (·, ·)Fh for edge and
face functions as follows:∫

Ω

µ−1curl(E) · curl(E′) dS ≈ (CURL(Eh), CURL(E′h)
)
Fh , (81)

∫

Ω

εE ·E′ dS ≈ (
Eh,E′h

)
Eh . (82)

The local construction of these inner products is discussed in subsection 3.2. The mimetic approximation
of (79) reads as:

find the frequencies ω > 0 and the edge function Eh ∈ Eh such that
(CURL(Eh), CURL(E′h)

)
Fh = ω2

(
Eh,E′h

)
Eh ∀E′h ∈ Eh. (83)

Let us derive the corresponding generalized matrix eigenvalue problem. To this purpose, we consider the
matrix operator C that returns the discrete curl of an edge function. On a mesh formed by NF polygonal
cells in 2-D or faces in 3-D and NE edges, matrix C has NF rows and NE columns, its components are
given according to (4) and form the face-edge incidence matrix of the mesh. Let MEh

and MFh

denote the
symmetric and positive definite matrices that represent the mimetic inner products (·, ·)Eh and (·, ·)Fh . We
have:

(CURL(Eh), CURL(E′h)
)
Fh = (E′h)T

(
CT MFh

C
)
Eh; (84)

(
Eh,E′h

)
Eh = (E′h)T MEh

Eh. (85)

Using (84) and (85) yields the generalized matrix eigenvalue problem AEh = λBEh, for the couple of matrices
A = CT MFh

C and B = MEh

.
We approximate the magnetic variational formulation (80) in two dimensions through these three steps:
(i), we represent the scalar fields ϕ and ϕ′ in the mimetic setting through the degrees of freedom of the
vertex functions ϕh and ϕ′h;
(ii), we characterize the action of the gradient operator on such discrete functions through the mimetic
gradient operator GRAD defined in (3);
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(iii) we approximate the integrals in (80) by the mimetic inner products (·, ·)Vh and (·, ·)Eh for vertex
and edge functions as follows:

∫

Ω

ε−1grad(ϕ) · grad(ϕ′) dS ≈ (GRAD(ϕh),GRAD(ϕ′h)
)
Eh , (86)

∫

Ω

εϕhϕ′h dS ≈ (
ϕh, ϕ′h

)
Vh . (87)

The local construction of these inner products is discussed in subsection 3.2.
The mimetic approximation of (80) reads as:

Find the frequencies ω > 0 and the discrete vertex field ϕh ∈ Vh\{0} such that
(GRAD(ϕh),GRAD(ϕ′h)

)
Eh = ω2

(
ϕh, ϕ′h

)
Vh ∀ϕ′h ∈ Vh. (88)

To derive the corresponding generalized matrix eigenvalue problem, we consider the matrix operator G that
returns the discrete gradient of a vertex function. On a mesh formed by NV vertices and NE edges, matrix G
has NE rows and NV columns, its components are given according to (3) and form the edge-vertex incidence
matrix of the mesh. Let MVh

and MEh

denote the symmetric and positive definite matrices that represent
the mimetic inner products (·, ·)Vh and (·, ·)Eh . We have:

(GRAD(ϕh),GRAD(ϕ′h)
)
Eh = (ϕ′h)T

(
GT MEh

G
)
ϕh (89)

(
ϕh, ϕ′h

)
Vh = (ϕ′h)T MVh

ϕh. (90)

Using (89) and (90) yields the generalized matrix eigenvalue problem Aϕh = λBϕh, for the couple of matrices
A = GT MEh

G and B = MVh

.

4.3.1. Related work
In [35], it is considered a mimetic approximation for the Maxwell eigenvalue problem in the mixed “div-

grad” form for the scalar field p and the vector field F:

find λ such that there exist p and F, with p 6= 0, satisfying

F = −Kgrad(p) in Ω,

div(F) = λp in Ω,
(91)

where K is a full symmetric and uniformly strongly elliptic tensor. The mixed variational formulation is
∫

G · K−1F dV −
∫

div(G)p dV = 0 ∀G ∈ H(div, Ω),
∫

div(F)q dV = λ

∫
p q dV ∀q ∈ L2(Ω).

(92)

The mimetic variational formulation proposed in [35] approximates the scalar field p by the cell function
ph ∈ Ph, the vector field F by the face function Fh ∈ Fh, and the divergence operator div by the discrete
divergence operator DIV defined in (5). The inner product for the cell functions, e.g., (·, ·)Ph , and for the
face functions, e.g., (·, ·)Fh , coincide with the mimetic inner products obtained by assembling the local ones
discussed in subsection 3.2.1 and in subsection 3.2.2. The mimetic approximation of Problem (92) reads as:

find λ such that there exist a cell function ph ∈ Ph and a face function Fh ∈ Fh such that

(Fh,Gh)Fh − (ph,DIV(Fh))Ph = 0 in Gh ∈ Fh,

(DIV(F),G)Ph = λ(ph, qh)Ph in qh ∈ Ph.
(93)

The a priori error analysis that is carried out in [35] proves the optimal convergence rate for the numerical
approximation of the eigenvalues and the associated eigenspaces provided by (93). The numerical experiments
therein conducted, which are a subset of the test cases considered in this work, confirm such behavior.
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Fig. 4. Maxwell eigenvalue calculation on the square domain [0, π]× [0, π]; from left to right: the square mesh, the mainly-hexag-
onal mesh and the non-convex mesh corresponding to refinement parameter n = 8.

.

Exact Computed Slope

n =4 8 16 32

Square mesh

2 2,217 54 2,050 93 2,012 53 2,003 12 2.05

5 7,466 18 5,460 54 5,108 12 5,026 62 2.07

5 7,466 18 5,460 54 5,108 12 5,026 62 2.07

8 12,714 80 8,870 15 8,203 71 8,050 12 2.07

10 34,957 80 12,503 40 10,536 00 10,129 30 2.10

10 34,957 80 12,503 40 10,536 00 10,129 30 2.10

13 40,206 40 15,913 00 13,631 60 13,152 80 2.09

13 40,206 40 15,913 00 13,631 60 13,152 80 2.09

D.o.f. 40 144 544 2112

Mainly-hexagonal mesh

2 2,498 11 2,127 98 2,029 16 2,006 94 2.21

5 7,480 37 5,654 46 5,156 30 5,037 60 2.20

5 11,222 30 6,054 87 5,212 12 5,048 52 2.28

8 17,399 60 10,387 30 8,518 53 8,114 92 2.33

10 35,366 70 13,754 70 10,750 10 10,171 50 2.28

10 39,303 00 14,018 10 10,757 70 10,173 20 2.28

13 44,691 00 18,230 60 14,151 80 13,259 40 2.30

13 91,493 50 23,781 00 14,807 80 13,361 60 2.48

D.o.f. 88 272 928 3392

Non-convex mesh

2 5,449 54 2,838 70 2,207 36 2,051 55 2.05

5 21,809 70 8,660 32 5,889 14 5,220 33 2.06

5 22,053 30 8,687 31 5,890 81 5,220 34 2.06

8 68,435 80 20,001 50 11,345 10 8,826 47 2.06

10 79,732 20 20,167 70 12,300 20 10,564 60 2.07

10 81,477 20 21,866 30 12,311 80 10,565 30 2.08

13 169,341 00 41,244 80 20,743 30 14,901 80 2.07

13 172,088 00 41,355 70 20,751 90 14,902 00 2.07

D.o.f. 80 288 1088 4224
Table 5
Maxwell eigenvalues calculated on the square domain [0, π] × [0, π] by the mimetic discretization (83) that approximates the
electric formulation (79). Column “Slope” refers to the last refinement and the results are computed with respect to the number
of degrees of freedom reported in each row labeled by “D.o.f.”.

4.3.2. Two-dimensional Maxwell eigenvalue problem
Test 1: square domain, Dirichlet boundary, constant magnetic permeability.
Let Ω ⊂ R2 be the square domain (0, π)×(0, π). We consider the numerical approximation of the Maxwell

eigenvalue problem with Dirichlet boundary conditions. The eigenvalues of both the electric and magnetic
formulations are given by λ = m2

x + m2
y where mx and my are positive integer numbers and correspond to

the eigenfunctions u = sin(mxx) sin(myy).
We solve this problem on three sequences of meshes that we refer as square meshes, mainly-hexagonal

meshes and non-convex meshes as they are formed by square cells, mainly-hexagonal cells, and non-convex
cells. These families allows us to test the behavior of the mimetic discretizations on non-structured polygonal
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Exact Computed Slope

n =4 8 16 32

Square mesh

2 2,224 50 2,052 52 2,012 92 2,003 22 2.10

5 7,540 35 5,471 69 5,110 62 5,027 23 2.11

5 7,540 35 5,471 69 5,110 62 5,027 23 2.11

8 12,843 20 8,897 98 8,210 07 8,051 68 2.11

10 36,604 40 12,561 80 10,546 60 10,131 70 2.15

10 36,604 40 12,561 80 10,546 60 10,131 70 2.15

13 40,646 50 15,999 10 13,649 00 13,156 90 2.14

13 40,646 50 15,999 10 13,649 00 13,156 90 2.14

D.o.f. 25 81 289 1089

Mainly-hexagonal mesh

2 2,200 00 2,061 20 2,016 78 2,004 43 2.08

5 5,485 85 5,243 71 5,085 88 5,023 98 1.99

5 6,684 94 5,434 94 5,117 37 5,030 93 2.08

8 9,217 14 8,843 84 8,262 41 8,070 87 2.04

10 11,935 50 11,003 70 10,374 30 10,106 90 1.96

10 12,566 20 11,006 40 10,382 80 10,109 00 1.96

13 13,310 60 14,128 70 13,526 00 13,155 20 1.91

13 14,652 80 16,132 70 13,820 10 13,215 90 2.08

D.o.f. 64 192 640 2304

Non-convex mesh

2 2,236 69 2,057 97 2,014 58 2,003 66 2.05

5 4,492 64 4,431 90 4,751 80 4,925 75 1.79

5 4,492 90 4,448 58 4,757 29 4,927 23 1.79

8 5,875 37 6,669 72 8,231 30 8,058 53 2.04

10 5,876 30 6,669 94 8,308 59 9,438 24 1.64

10 6,474 92 8,495 63 8,310 28 9,438 25 1.64

13 6,497 75 8,499 85 11,975 30 12,899 90 3.46

13 12,396 60 8,939 35 11,977 40 12,912 10 3.65

D.o.f. 65 225 833 3201
Table 6
Maxwell eigenvalues calculated on the square domain [0, π] × [0, π] by the mimetic discretization (88) that approximates the
magnetic formulation (80). Column “Slope” refers to the last refinement and the results are computed with respect to the
number of degrees of freedom reported in each row labeled by “D.o.f.”.

meshes. All such mesh families are obtained from a sequence of structured meshes that are parametrized by
n = 4, 8, 16, 32, which is the number of subdivisions in each coordinate direction. In Figure 4 we plot the
meshes for n = 8. As shown in these plots, a non-convex mesh is made of a regular pattern of octagonal
cells, which are built by adding a mesh vertex at each edge midpoint of an underlying square mesh. This
additional vertex is then translated by a fixed displacement vector when the original position lies inside the
computational domain. The mainly-hexagonal meshes are obtained by a dualization procedure applied to
a sequence of nested triangular meshes. The starting, coarser, triangular mesh is a Delaunay triangulation
generated by Triangle [78, 79]. More details about such mesh constructions can be found in [35].

The results for the first few eigenvalues are shown in Tables 5 and 6 for the mimetic discretizations of the
electric and magnetic formulation, respectively. A comparison of the numbers reported in these tables reveals
that the eigenvalue calculation on the polygonal meshes give slightly less accurate results than the regular
square meshes. Indeed, although the asymptotic rate of convergence with respect to the number of degrees of
freedom is the same, the exact eigenvalues are approached more slowly when sequences of polygonal meshes
are used. Nonetheless, these numerical results confirm the optimal convergence rate on general polygonal
partitions and that the performance of the mimetic discretizations on regular quadrilateral meshes and on
general polygonal meshes are qualitatively the same.

Test 2: L-shaped domain, Neumann boundary, constant magnetic permeability. This test problem is taken
from the benchmark singular solution set [45]. We solve the eigenvalue problem (78) with Neumann boundary
conditions on the non-convex L-shaped domain Ω = (Ω0\Ω1)◦, where Ω0 is the square (−1, 1)× (−1, 1) and
Ω1 is the square (0, 1) × (−1, 0). The domain presents a reentrant corner of 3π/2 radians and the solution
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(a) (b) (c) (d)

Fig. 5. Test 2. The first two meshes of the unstructured mainly-hexagonal mesh sequence (plots (a) and (b)) and the first two
meshes of the unstructured non-convex mesh sequence (plots (c) and (d)).

Exact Computed Slope

n =4 8 16 32

Square mesh

1.475622 1,498 74 1,480 81 1,476 68 1,475 79 2.66

3.534031 3,636 71 3,559 30 3,540 32 3,535 60 2.03

9.869604 10,943 10 10,120 90 9,931 44 9,885 00 2.04

9.869604 10,943 10 10,120 90 9,931 44 9,885 00 2.04

11.38948 12,481 40 11,645 70 11,452 60 11,405 20 2.04

D.o.f. 112 416 1600 6272

Mainly-hexagonal mesh

1.475622 1,543 11 1,500 56 1,484 89 1,479 12 1.47

3.534031 3,664 39 3,565 95 3,541 96 3,536 02 2.09

9.869604 10,540 50 10,047 00 9,915 50 9,881 24 2.07

9.869604 11,098 50 10,170 50 9,944 70 9,888 42 2.09

11.38948 12,844 60 11,749 70 11,479 20 11,412 00 2.09

D.o.f. 224 736 2624 9856

Non-convex mesh

1.475622 1,633 27 1,548 55 1,506 74 1,488 45 1.3

3.534031 3,856 30 3,634 34 3,561 80 3,541 31 1.96

9.869604 10,930 10 10,116 20 9,929 94 9,884 58 2.04

9.869604 10,981 90 10,125 50 9,932 07 9,885 10 2.04

11.38948 17,156 50 12,811 40 11,744 90 11,478 50 2.03

D.o.f. 224 832 3200 12544
Table 7
Maxwell eigenvalues calculated on the L-Shaped domain by the mimetic discretization (83) that approximates the electric
formulation (79). Column “Slope” refers to the last refinement and the results are computed with respect to the number of
degrees of freedom reported in each row labeled by “D.o.f.”.

belongs to H1+σ(Ω) with 0 ≤ σ < 2/3; thus, eigensolutions with singularities are expected. As for Test 1, we
solve this problem on a sequence of regular square meshes, of mainly-hexagonal unstructured meshes, and
of non-convex meshes. Each mesh is built by rescaling a mesh of Test 1 to the unit square (0, 1)× (0, 1) and
by regularly duplicating the resulting mesh to cover the domain Ω entirely. A regular duplication through
axial reflection guarentees the conformity of the full mesh as can be seen in Figure 5, where we show the
first two mainly-hexagonal meshes and the first two non-convex meshes.

The results for the calculation of the eigenvalues reported on the benchmark webpage [45] are shown in
Tables 7 and 8 for the mimetic discretizations of the electric and magnetic formulation, respectively. As
for the results of Test 1, the exact eigenvalues are approached more slowly when sequences of polygonal
meshes are used. However, the asymptotic rate of convergence with respect to the number of degrees of
freedom is 2 as expected for all eigenvalues except for the first one, which should be 4/3 in accordance with
the singularity of the first eigenfunction. The observed rate of the first eigenvalue reveals that we are likely
to be again in the pre-asymptotic regime, while the optimality of the mimetic approximation of the other
eigenvalues seems confirmed on regular quadrilateral meshes and on general polygonal meshes.

Test 3: square domain, Neumann boundary, discontinuous magnetic permeability.
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Exact Computed Slope

n =4 8 16 32

Square mesh

1.475622 1,507 29 1,484 10 1,477 97 1,476 30 1.84

3.534031 3,638 70 3,559 78 3,540 44 3,535 63 2.06

9.869604 10,961 90 10,124 90 9,932 41 9,885 24 2.06

9.869604 10,961 90 10,124 90 9,932 41 9,885 24 2.06

11.38948 12,505 20 11,650 90 11,453 80 11,405 50 2.06

D.o.f. 65 225 833 3201

Mainly-hexagonal mesh

1.475622 1,405 00 1,448 25 1,464 55 1,471 13 1.37

3.534031 3,573 03 3,547 55 3,538 09 3,535 16 1.95

9.869604 9,831 94 9,929 67 9,891 99 9,876 00 1.91

9.869604 10,525 40 10,058 10 9,920 96 9,883 03 2.04

11.38948 11,827 00 11,582 00 11,446 20 11,404 70 2.01

D.o.f. 160 512 1792 6656

Non-convex mesh

1.475622 1,120 73 1,342 61 1,428 46 1,458 68 1.51

3.534031 3,182 95 3,435 79 3,507 72 3,527 17 1.98

9.869604 6,033 31 8,466 54 9,474 29 9,767 80 2.00

9.869604 6,039 55 8,469 70 9,475 91 9,768 27 2.00

11.38948 8,162 47 10,506 70 11,138 00 11,323 90 1.98

D.o.f. 177 641 2433 9473
Table 8
Maxwell eigenvalues calculated on the L-Shape domain by the mimetic discretization (88) that approximates the magnetic
formulation (80). Column “Slope” refers to the last refinement and the results are computed with respect to the number of
degrees of freedom reported in each row labeled by “D.o.f.”.

Ωε

ΩεΩ1

Ω1

Fig. 6. Test 3. Left plot: subdivision of Ω in a checked-board fashion. Right plot: locally-unstructured quadrilateral mesh
corresponding to n = 8.

This test problem is taken from the benchmark singular solution set [45]. We set Ω = (−1, 1) × (−1, 1)
and subdivide this domain in a checkerboard fashion into two subdomains Ωε and Ω1 with different material
properties; cf. Figure 6 (left). We assume that the electric permettivity is ε = 1 in Ω1 and ε = 0.50, 0.10, 0.01
in Ωε. The boundary conditions are of Neumann type.

We apply the MFD method on a sequence of locally unstructured quadrilateral meshes of the type depicted
in Figure 6 (right) by fixing n = 4, 8, 16, and 32. In Figures 7 and 8 we show the convergence plots with
respect of the number of degrees of freedom for the first eigenvalues considered in [45]. Each error curve
in these plots shows the relative errors for the calculation of a given eigenvalue according to the legend
displayed in the bottom-left corner. In every plot, the quadratic convergence rate is also explicitly shown.
Both the mimetic discretization for the electric formulation and that for the magnetic formulation provide
good results for almost all the eigenvalues and an asymptotical convergence rate close to 2 is clearly visible
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Fig. 7. Test 3, electric formulation, Neumann boundary, discontinuous magnetic permeability, mainly-hexagonal mesh ε = 0.50
(left), 0.10 (middle), 0.01 (right).
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Fig. 8. Test 3, magnetic formulation, Neumann boundary, discontinuous diffusivity, mainly-hexagonal mesh, ε = 0.50 (left),
0.10 (middle), 0.01 (right).

for almost all these error curves. In particular, we see a quadratic convergence rate for all the eigenvalues
that we computed for ε = 0.5 as in this case all eigenfunctions are not singular. Instead, for ε = 0.1 a slower
convergence rate is seen, as expected, for the eigenvalues λ = 6.2503 and λ = 26.0952 since these latters
corresponds to eigenfunctions that are singular in (0, 0). This behavior is visible in the plots in the middle of
Figure 7 (electric formulation) and of Figure (8) (magnetic formulation). A slower convergence is also shown
for the eigenvalues λ = 15.5369 and λ = 29.6466 in the right plots of Figure 7 (electric formulation) and
Figure 8 (magnetic formulation). As outlined in the benchmark description [45], an accurate approximation of
these eigenvalues is difficult for the presence of a singularity in (0, 0) in the asymptotics of the corresponding
eigenvectors. Indeed, the number of digits reported as correct on the benchmark webpage is half that of the
other eigenvalues. This difficulty is well reflected by the smaller rate of convergence of the corresponding
error curves. However, from these experimental results we conclude that the method is robust with respect
to discontinuities in the magnetic permeability.

4.3.3. Three-dimensional mimetic inner products
Test 4: cubic domain, Dirichlet boundary, constant magnetic permeability and electric permittivity.
In this test case, we calculate the Maxwell eigenvalues by solving the electric variational formulation (79)

on the cubic domain Ω = (0, π)× (0, π)× (0, π) through the mimetic approximation (83). According to [43],
the eigenvalues of this problem are given by λ = m2

x + m2
y + m2

z where the triplet (mx,my,mz) is repeated
once when mx,my,mz ≥ 0 with only one number that may be chosen equal to zero, and twice when
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Fig. 9. Cubic domain (0, π)× (0, π)× (0, π): mesh of random hexahedra used in refinement ref.= 2 (right plot); a portion of the
mesh near the corner (π, π, π) has been removed in the plot on the left to show the interior structure; refinement ref.= 1.

Fig. 10. Thick L-shape domain: regular hexahedral mesh (left) and prysmatic mesh with main-hexagonal base (right); refinement
ref.= 1.

mx,my,mz ≥ 1. The corresponding eigenfunctions are (sum of) products of two sine terms like sin(mζ) and
one cosine term like cos(mζ) for m ∈ {mx,my,mz} and ζ ∈ (0, π). We solve this eigenvalue problem on a
sequence of meshes formed by random hexahedra, which are obtained by cutting the cells of a tetrahedral
mesh provided by the mesh generator TetGen [80]. The first mesh of this mesh sequence is shown in Figure 9;
a portion of the mesh around the corner (1, 1, 1) has been removed to show the interior structure. Table 9
reports the results for the calculations of the first four eigenvalues 2, 3, 5 and 6, which have multiplicities 3,
2, 6, and 6, respectively. The last column labeled by Slope shows the convergence rate for the last refinement
with respect to the mesh size parameter h reported in the last table row. These results confirm the second
order of accuracy of the mimetic approximation.

Test 5: Thick L-shape domain, Neumann boundary, constant magnetic permeability and electric permet-
tivity.

In this test case, we calculate the Maxwell eigenvalues on the “thick L-shape domain” that is given by
tensor product of the 2-D “L-shape” domain of Test 2 and the interval (0, 1) along the z-axis. To such purpose,
we use the mimetic approximation (83) of the electric variational formulation (79) on two different mesh
sequences. The first mesh sequence is formed by regular partitions of the computational domain in regular
hexahedra. The second mesh sequence is formed by prysmatic cells with the polygonal (mainly-hexagonal)
base meshes considered in Test 2. Figure 10 shows the first mesh of each mesh sequence. Table 10 reports the
first nine eigenvalues from [45]; the eigenvalue approximation provided by the first four mesh refinement; the
convergence rate calculated on the last refinement with respect to the number of degrees of freedom shown
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Fig. 11. Fichera’s corner domain: regular hexahedral mesh (left) and prysmatic mesh with general quadrilateral base (right);
refinement ref.= 1.

in the last table row. These results confirm the second order of accuracy of the mimetic approximation for
this eigenvalue calculation.

Test 6 Fichera’s corner domain, Neumann boundary.
In this test case, we calculate the Maxwell eigenvalues on the Fichera’s corner domain Ω = Ω′\Ω′′ where

Ω′ = (−1, 1) × (−1, 1) × (−1, 1) and Ω′′ = (0, 1) × (0, 1) × (0, 1). To such purpose, we use the mimetic
approximation (83) of the electric variational formulation (79) on two different mesh sequences. The first
mesh sequence is formed by regular partitions of the computational domain in regular hexahedra. The
second mesh sequence is formed by prysmatic cells with a quadrilateral base. Figure 10 shows the first
mesh of each mesh sequence. For this test case, the exact eigenvalues and eigenfunctions are not known,
although it is known that some eigenfuctions have singularities at the origin, which makes the problem
difficult to approximate. For comparison, error evaluation is performed against the numerical results posted
by M. Dauge on the benchmark webpage [45]. Table 11 reports the first eight eigenvalues, the number of
reliable estimated digits and the conjecture eigenvalues in the first three columns. Columns 4 to 7 show
our eigenvalue approximation on the first four mesh refinements. The last column reports the convergence
rate, which calculated on the last refinement with respect to the mesh size parameter h. Assuming that at
least the first two digits of the eigenvalues conjuctured in the benchmark specifications are exact, our results
confirm the second order of accuracy of the mimetic approximation in this eigenvalue calculation.

5. Conclusions

In this paper, we developed a family of mimetic inner products that are suitable to the construction of
mimetic schemes for the numerical treatment of partial differential equations on polygonal and polyhedral
meshes. Our mimetic formulations may associate the degrees of freedom to the most basic geometric objects
forming a mesh: vertices, edges, faces and cells. These degrees of freedom are represented as linear spaces of
grid functions, also called cochains, that are formally equipped with inner products. A fundamental ingredient
in the definition of the inner products is the reconstruction of scalar and vector fields from grid functions.
However, such a reconstruction is only a theoretical tool as the implementation of our mimetic inner products
does not require the explicit knowledge of the reconstructed fields. In our mimetic setting, we employ the
natural discrete operators that mimic the behavior of the gradient, the curl and the divergence operators on
the grid functions. Mimetic discretization are easily designed by combining the discrete gradient, curl and
divergence operators acting on the cochain spaces with the mimetic inner products defined for such discrete
spaces. The accuracy of the numerical schemes that can be derived through this strategy is illustrated by
applying these techniques to a set of problems related to the Maxwell equations.
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Exact Computed Slope

ref. =1 2 3 4

Hexahedral mesh

2 2,209 57 2,064 41 2,011 54 2,002 76 1.93

2 2,234 41 2,067 00 2,011 60 2,002 76 1.93

2 2,237 56 2,069 12 2,011 76 2,002 79 1.94

3 3,509 81 3,134 26 3,025 72 3,006 13 1.93

3 3,563 12 3,144 59 3,026 06 3,006 20 1.93

5 5,781 11 5,382 53 5,070 73 5,017 02 1.92

5 5,864 90 5,389 54 5,071 41 5,017 06 1.93

5 5,957 41 5,412 63 5,073 25 5,017 18 1.95

5 6,230 26 5,420 93 5,073 95 5,017 34 1.95

5 6,619 63 5,426 34 5,074 09 5,017 44 1.95

5 6,675 65 5,439 52 5,074 85 5,017 63 1.95

6 7,343 28 6,511 81 6,099 57 6,024 28 1.90

6 7,492 30 6,527 19 6,100 96 6,024 56 1.90

6 7,643 39 6,547 44 6,103 54 6,024 58 1.94

6 7,750 05 6,564 39 6,105 25 6,024 73 1.95

6 8,166 32 6,580 70 6,106 34 6,024 90 1.95

6 8,308 83 6,626 44 6,107 50 6,025 10 1.96

D.o.f. 698 3153 37495 299613

h 1.666 1.091 5.505 10−1 2.618 10−1

Table 9
Maxwell eigenvalues on the cube [0, π] × [0, π] × [0, π] calculated using the mimetic discretization of the electric formulation.
Column “Slope” refers to the last refinement and is computed with respect to the mesh size parameter h.

Exact Computed Slope

ref. =1 2 3 4

Cubic mesh

9.639724 12,881 20 10,270 30 9,785 15 9,673 75 2.10

11.34523 17,018 80 12,428 00 11,601 00 11,408 60 2.01

13.40364 19,474 90 14,558 80 13,675 80 13,470 70 2.02

15.19725 24,067 30 16,834 50 15,580 40 15,291 50 2.02

19.50933 27,595 60 21,173 20 19,900 80 19,604 10 2.04

19.73921 31,068 00 21,848 90 20,233 80 19,861 00 2.02

19.73921 31,068 00 21,848 90 20,233 80 19,861 00 2.02

D.o.f. 138 820 5544 40528

h 8.660 10−1 4.330 10−1 2.165 10−1 1.083 10−1

Prysmatic mesh

9.639724 14,399 60 11,083 80 10,057 40 9,770 14 1.68

11.34523 15,982 90 12,406 10 11,613 10 11,415 60 1.93

13.40364 17,232 30 14,508 70 13,669 70 13,469 60 2.01

15.19725 18,969 10 18,577 80 15,918 50 15,360 90 2.14

19.50933 19,907 90 20,858 40 20,069 90 19,719 10 1.42

19.73921 22,073 60 21,329 10 20,145 00 19,826 20 2.22

19.73921 22,566 30 21,973 40 20,214 20 19,842 70 2.20

D.o.f. 340 1760 10720 73280

h 8.975 10−1 4.488 10−1 2.244 10−1 1.122 10−1

Table 10
Maxwell eigenvalues on the thick L-Shape domain calculated using the mimetic discretization of the electric formulation.
Column “Slope” refers to the last refinement and is computed with respect to the mesh size parameter h.
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Benchmark # Conj. Computed

ref. =1 2 3 4 5

Cubic mesh

3.313805 1 3.2??? 4,098 49 3,482 01 3,293 28 3,240 67 3,226 06

5.88635 3 5.88?? 9,547 85 6,590 34 6,047 03 5,921 30 5,890 53

5.88635 3 5.88?? 9,547 85 6,590 34 6,047 03 5,921 30 5,890 53

10.69451 4 10.694 9,754 21 14,057 00 11,371 30 10,852 50 10,730 20

10.69451 4 10.694 9,754 21 14,057 00 11,371 30 10,852 50 10,731 50

10.70058 2 10.7?? 10,501 90 14,595 40 11,472 10 10,870 70 10,731 50

12.33455 3 12.32? 12,000 00 18,220 20 13,441 60 12,581 90 12,382 20

12.33455 3 12.32? 12,000 00 18,220 20 14,561 30 12,581 90 12,382 20

D.o.f. 51 276 1752 12336 92256

h 1.732 8.660 10−1 4.330 10−1 2.165 10−1 1.083 10−1

Prysmatic mesh

3.313805 1 3.2??? 4,098 49 3,482 01 3,293 06 3,244 64 3,227 67

5.88635 3 5.88?? 9,547 85 6,590 34 6,063 67 5,929 83 5,893 09

5.88635 3 5.88?? 9,547 85 6,590 34 6,084 28 5,935 02 5,894 40

10.69451 4 10.694 9,754 21 14,057 00 11,391 20 10,863 30 10,734 70

10.69451 4 10.694 9,754 21 14,057 00 11,437 70 10,878 90 10,737 20

10.70058 2 10.7?? 10,501 90 14,595 40 11,610 40 10,925 30 10,748 90

12.33455 3 12.32? 12,000 00 18,220 20 13,606 10 12,621 90 12,393 50

12.33455 3 12.32? 12,000 00 18,220 20 14,555 70 12,655 30 12,403 40

D.o.f. 51 276 1752 12336 92256

h 1.732 8.660 10−1 5.545 10−1 3.037 10−1 1.556 10−1

Table 11
Maxwell eigenvalues on the Fichera’s corner domain calculated using the mimetic approximation to the electric formulation.
Column “Benchmark” reports, for comparison, the results of M. Dauge in the benchmark page [45]; column “#” reports the
number of reliable digits after the first one in the first column; column “Conj.” reports the conjectured eigenvalues and the
question mark symbol “?” stands for the unknown digits.

Appendix A. Minimal reconstructions

Here, we provide an example of a complete set of reconstructions, that we call minimal reconstructions,
and, at the same time, several families of admissible reconstruction operators. As we shall see, in most cases
local orthogonality, which comes along property (R4), is the crucial condition to be satisfied and deserves a
careful treatment.

Provided that the four operators RVv , REe , RFf , RPP are uniquely determined by the basic choices (16)- (19),
cf. property (R6), we will discuss the one-dimensional case for RVe , the two-dimensional cases for RVf and
REf , and the three-dimensional cases for RVP , REP, and RFP .

A.1. One-dimensional case

The one-dimensional case for the reconstruction operator RVe is completely uniquely determined by prop-
erty (R3). In fact, in such a case the gradient operator is the derivative with respect to the one-dimensional
coordinate ξ defined along e. Using the commuting property (R3) and the definition of the discrete gradient
in (3) we observe that

∀ϕ ∈ Vh
e :

d

dξ

(
RVe (ϕ)

)
= GRAD(

RVv (ϕ)
)
|e = ϕv2 − ϕv1 ,

which implies that RVe (ϕ) is a linear function since the right-most quantity is a constant over the edge
e. The trace commuting property (R5) requires that RVe (ϕ)(ξv1) = ϕv1 and RVe (ϕ)(ξv2) = ϕv2 . Thus, the
reconstructed function RVe (ϕ) linearly interpolates the values taken by ϕ at the edge vertices v1 and v2.
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A.2. Two-dimensional case

(i) The reconstruction operator RVf . Let us consider a face f and a 0-cochain ϕ ∈ Vh
f . We first remark that

the value of every admissible reconstruction RVf on ∂f is, in a sense, already fixed by (R4) and by the unique
possible choice for the one-dimensional operator RVe . We recall that all this means that we start from the
values of ϕ at the couple of vertices of each edge e and we interpolate linearly along the edge. For every
admissible reconstruction operator REf , we can then construct an admissible reconstruction RVf by taking

grad
(
RVf (ϕ)

)
= REf

(GRAD(ϕ)
)

(A.1)

and note that this will be compatible with the boundary value already assigned to RVf (ϕ) automatically.
We indicate by R

V
f (u) the reconstruction operator obtained from (A.1) when, for REf , we take the minimal

reconstruction R
E
f . We will call R

V
f (ϕ) a minimal reconstruction as well.

(ii) The reconstruction operator REf . Let us consider a face f, a 1-cochain ϕ ∈ Eh
f , and the two-dimensional

vector field φ ∈ HE (f) that is such that

rot(φ) = REf (CURL(ϕ)) = CURL(ϕ)/|f| in f (A.2)

div(φ) = 0 in f (A.3)

γt,e(φ) = REe (γh,e(ϕ)) = ϕe/|e| on e ∈ ∂f. (A.4)

Note that (A.2) and (A.4) are necessary to ensure (R1), (R3) and (R5), while condition (A.3) is introduced
just to ensure that the three conditions (A.2)-(A.4) imply the existence and the uniqueness of φ. Let Φ denote
the mapping ϕ → φ =: Φ(ϕ) constructed by means of (A.2)-(A.4). Whenever ϕ = ΠEf c for some constant
vector c, the unique solution to (A.2)-(A.4) is φ = c, so that it holds

Φ(ΠEf c) = c, (A.5)

which is a crucial step towards (R2). In general, it holds that
∫

f

φ · (ξ − ξf) dS 6= 0,

which implies that the orthogonality condition required by (R4) is not satisfied. Consequently, we cannot take
REf := Φ but we need to add a correction term to it. In doing this, we are allowed to give up condition (A.3),
but we must preserve (A.2), (A.4) and (A.5). To take care of (A.2) and (A.4) we use a correction of the
form grad(q) for some q ∈ H1

0 (f): indeed, for every q ∈ H1
0 (f) we have that grad(q) is rot-free and q has,

obviously, a zero tangential trace on the boundary ∂f, i.e. q|∂f
= 0. The orthogonality condition (R4) on

φ + grad(q) and the fact that q|∂f
= 0 implies that

∫

f

φ · (ξ − ξf) dS = −
∫

f

grad(q) · (ξ − ξf) dS = 2
∫

f

q dS. (A.6)

Equation (A.6) gives us a necessary condition to be followed in choosing q as a function of φ. In principle,
every linear operator M : φ → q that respect (A.6) and such that M(c) = 0 for every constant vector c,
will produce an admissible reconstruction operator

REf (ϕ) := Φ(ϕ) + grad(M(Φ(ϕ))). (A.7)

Let us build one of them. Let χ :=
1
2

∫

f

φ · (ξ − ξf) dS and let p ∈ H1
0 (f) be the unique solution of the

minimization problem:

min q∈H1
0(f)R

f q dS=χ

∫

f

∣∣grad(q)
∣∣2 dS.

Then, we take M(φ) := p and, according to (A.7), the vector field R
E
f (ϕ) = φ + grad(p) is an admissible

reconstruction of ϕ.
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A.3. Three-dimensional case

(i) The reconstruction operator RVP . Let us consider the 0-cochain ϕ ∈ Vh
P . As in the two-dimensional case,

the natural choice for the minimal reconstruction R
V
P (ϕ) is to require

grad(R
V
P (ϕ)) := R

E
P(GRAD(ϕ)), (A.8)

with the boundary conditions:

γt,f(RVP (ϕ)) = RVf (ϕ)∀f ∈ ∂P, (A.9)

that, due to the two-dimensional construction (A.1), are compatible with the above choice (A.8).

(ii) The reconstruction operator REP. Let us consider the 1-cochain ϕ ∈ Eh
P . Taking into account (R3)-(R5)

and what has been done in two dimensions, we define the vector field φ such that

curl(φ) = R
F
P (CURL(ϕ)) in P, (A.10)

div(φ) = 0 in P, (A.11)

γt,f(φ) = R
E
f (ϕ|f ) ∀f ∈ ∂P. (A.12)

Again, we define the mapping ϕ → φ =: Φ(ϕ) and, as in the previous cases, we need to impose the
orthogonality condition (R4) explicitly, since, general, (R4) is not automatically satisfied by this choice. To
do so, we consider a correction of the form φ + grad(ϕ), with q ∈ H1

0 (P). Indeed, grad(q) is curl-free
and q has zero tangential traces, so that this correction cannot not alter (A.10) and (A.12), and modifies
only (A.11). Now, imposing the orthogonality condition (R4) on φ + grad(ϕ) and using the integration by
parts yield:

−
∫

P

φ · (x− xP) dV =
∫

P

grad(q) · (x− xP) dV = 3
∫

P

q dV. (A.13)

Let χ :=
∫
P

φ · (x− xP) dV and p be the unique solution of the minimization problem:

min q∈H1
0(P)R

P q dV =χ

∫

P

|grad(q)|2 dV. (A.14)

The minimal reconstruction is given by R
E
P(ϕ) = φ + grad(p). Note that if ϕ ∈ (ΠE(P0(P)))3 then φ = c

and p = 0. Thus, constant fields are left invariant, i.e., condition (R3) is satisfied.

(i) The reconstruction operator RFP . Given ϕ ∈ Fh, we construct the vector field φ ∈ H(div, P) such that

div(φ) = RPPDIV(ϕ) = DIV(ϕ)/|P| in P, (A.15)

curl(φ) = 0 in P, (A.16)

γh,f(σ) = RFf (γh,F (σ)) = σf/|f| ∀f ∈ ∂P. (A.17)

Since the problem defined by (A.15)-(A.17) characterizes φ in a unique way and this fact allows us to
introduce the mapping ϕ → φ =: Φ(ϕ). However, orthogonality property (R4) does not hold for Φ(ϕ) and
we cannot choose RFP (ϕ) = φ. Nonetheless, we can fix this bug by introducing a correction of the form

RFP (ϕ) = φ + curl(ξ) (A.18)

with ξ ∈ H0(curl, P). Indeed, such a correction does not interfere with (A.15) and (A.17) (which are essential)
but only with (A.16). Integrating by parts, orthogonality condition (R4) for the vector field φ + curl(ξ)
reads as:

∀a ∈ R3 : a ·
∫

P

φ× (x− xP) dV =
∫

P

curl(ξ) · (a× (x− xP)) dV = 2
∫

P

ξ · a dV. (A.19)
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We set χ := 1
2

∫
P

φ× (x− xP) dV and we denote by λ the unique solution of the minimization problem:

min ξ∈H0(curl,P)R
P ξ dS=χ

∫

P

∣∣curl(ξ)
∣∣2 dV. (A.20)

The minimal reconstruction operator is, then, defined as R
F
P (ϕ) := φ + curl(λ). Note that if ϕ = ΠF (c) for

some constant vector field c ∈ R3 then φ = c and λ = 0. Thus, constants are left invariant.
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