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VIRTUAL ELEMENTS FOR LINEAR ELASTICITY PROBLEMS

L. BEIRAO DA VEIGA2, F. BREZZI®27, AND L. D. MARINI*2

ABSTRACT. We discuss the application of Virtual Elements to linear elasticity problems,
both for the compressible and the nearly incompressible case. Virtual Elements are very
close to Mimetic Finite differences (see, for linear elasticity, [2]), and in particular to Higher
Order Mimetic Finite Differences. As such, they share the good features of being able to
represent in an ezact way certain physical properties (conservation, incompressibility, etc.)
and of being applicable in very general geometries. The advantage of Virtual Elements is
the ductility that allows to have easily high order accuracy and high order continuity.

1. INTRODUCTION

In recent times the Mimetic Finite Difference approach has been successfully applied to a
great variety of problems, from diffusion problems to electromagnetism, on fairly irregular
decompositions, including polygons with rather weird shape, polyhedra in 3D with curved
faces, hanging nodes and so on (for a partial list of citations we refer to [25, 21, 14, 20,
22, 11, 13, 7, 23, 1, 12, 6, 15, 18, 28, 9, 2, 8, 16]). Their use was limited to low order
approximations until very recently, when people started to extend the methodology to include
higher order approximations, in order to gain better accuracy in the numerical results. See,
e.g., [19, 5, 4, 3]. The first results in this direction were very encouraging, and people
started to look more closely to these extensions, analyzing advantages and limitations, and
mostly looking for the key properties that could make things easier. This gave rise to a new
interpretation of Mimetic Finite Differences (see, to start with, [16]) and to a subsequent
new approach, much closer to Finite Elements, that we call Virtual Element Method (VEM).
Other methods that extend the Finite Element philosophy to polygonal meshes can be found
in [26, 27, 24].

The basic idea of the new method can be described, roughly speaking, as follows. We start
as we do for the classical Finite Elements, of Lagrange or Hermite type, with one difference: in
each element K, together with the usual polynomials, say S (in general: all the polynomials
up to a given degree k), some additional functions are also considered (typically, solutions
of PDE’s within the element K) in order to help getting unisolvence. If things are properly
done (good choice of the functions and of the degrees of freedom), the local stiffness matrix
AFE can be computed exactly whenever one of the two entries is a polynomial of S, without
solving the local PDE (virtual solution). For the other coefficients of AF it is enough to have
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numbers that are bounded from above and from below by the "right” ones, with constants
independent of h. The label Virtual actually depends on the fact that some of the basis
functions are not explicitly known.

In this paper we apply the Virtual Element approach to linear elasticity problems, com-
pressible and nearly incompressible, in two dimensions. We shall prove "optimal” a priori
estimates, meaning that, if S contains all the polynomial of degree < k (for some integer
k > 1) then the error between the exact and the approximate solution, in the energy norm,
behaves as O(h*) (times some (k + 1)-norm of the exact solution) where h is the maximum
diameter of the elements in the decomposition.

Finally, we shall also prove optimal L?—estimates, that is, O(h**1).

As for the traditional Mimetic Finite Difference approach the decomposition of the com-
putational domain €2 can be done in a very general way, as for instance in [9]. We point out
that for a decomposition in triangles the VEM will reproduce, essentially, the classical Fi-
nite Element Methods. This will not be the case for more general decompositions, including
quadrilaterals. In particular, we stress the fact that general quadrilaterals do not require to
be treated as iso-parametric elements (and, besides, we can allow aligned vertices and non
convex elements). We also point out that small intrusions of a ”practically arbitrary” shape,
made of a material with different elastic properties, can be treated with a single element.

Throughout the paper C' will denote, as usual, a generic positive constant independent
of the mesh size. For the definition of Sobolev spaces and their norms we refer to [17]. In
particular we shall use the notation (-, -)o o to denote the inner product in L?(O) or (L*(0))?,
and simply (-,-)g whenever O = Q). Moreover, for k integer > 0, P, will denote the space of
polynomials of degree < k.

2. COMPRESSIBLE LINEAR ELASTICITY

2.1. The problem. We consider the deformation problem of a linearly elastic body sub-
jected to a volume load and with given boundary conditions, under the hypothesis of small
deformations. Let 2 be a polygonal domain, and let I' be its boundary. Let A and u be
positive coefficients (Lamé coefficients) and let f be a vector valued function belonging to
(L?(92))2. For the sake of simplicity we will use (homogeneous) Dirichlet boundary condi-
tions, and hence consider the space

(1) V= (Hy(Q)*  with ||v]|{:=||Vvl/ze@) Vv € V.

However we will always write our bilinear form as
(2)  a(u,v):= 2u/ e(u) : e(v)dx + )\/ divudive dx = 2pa,(uw, v) + Aax(u, v),
Q Q

(where e represents as usual the symmetric gradient operator) and we will keep an eye on
the set of rigid body motions
(3) RM(Q) := {v € (H'(R2))? such that e(v) = 0} = (¢, ca) + c3(x2, —71),

so that the extensions to more general cases will be immediate. To the bilinear form a we
can associate, in the usual distributional sense, the linear elliptic operator Ay, given by

Qﬂ(ul,m + %(ULyy + u2,wy)) + )‘(ULM + u27yx)

(4) Ay u = —( 1
2N(§(u1,ya: + Ug az) + Uz yy) + AU zy + Usyy)
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It is easy to see (possibly using Korn inequality in the presence of more general boundary
conditions) that there exist two constants, M > 0 and « > 0, depending only on 2, A and
1, such that

(5) alvlly < alv,v) < Mol  YveV.

We note that we obviously have f € V', and we denote by < f,v > the corresponding
duality pairing (that here coincides with the usual (L?)? inner product). We consider the
problem: find w € V such that

(6) a(u,v) =< f,v> VveV

that clearly has a unique solution that belongs at least to (H*(Q2))? for some s > 3/2
depending on the maximum angle in I'. More generally we denote by W a space of vector
valued functions that contains our solution w and where we are allowed to take point values.
For instance, we can assume that W C (C°(Q))?2.

Remark 2.1. [t is clear that problem (6) is equivalent to
(7) Ayyu=f inQ and u=0 onl.
u

2.2. The decompositions and the discrete problems. In order to approximate the
solution of (6) we consider a sequence {7}, of decompositions of €2 into subpolygons, such
that:

HO - There exists an integer N and a positive real number r such that for every h and for
every K € Ty:

e the number of edges of K is < N,
e the ratio between the shortest edge and the diameter hx of K is bigger than r, and
e K is star-shaped with respect to every point of a ball of radius rhg. O

With obvious notation, we split the norm
(8) iy =) Ivllvx Yo eV
KeTh
and the bilinear form a as
9) a(u,v) = Z a®(u,v) Yu,v €V.
KeTn
H1 - We fix an integer £ > 1 (that will be our order of accuracy) and consider for each h

a space V;, C V,

a symmetric bilinear form a; from V;, x V}, to R, and

an element f, € V.

We also suppose that the approximate bilinear form a; can also be split as we did
for a in (9), namely:

(10) ap(wp,vy) = Za,lf(uh,'vh) Yuy, v, € Vy.
K
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2.3. An abstract convergence theorem. Together with HO and H1 we further assume
the following properties.

H2 - For all A, and for all K in 7Ty,
° Vp S (Pk)Q, Yv, € Vy,

(11) ahK(pv vh) :aK(p7/Uh)'
e 1 two positive constants a, and o*, independent of h and of K, such that
(12) Yv, € Vy, o, a’ (vy, v,) < ab (v, vy) < o a” (v, v1).

Note that the symmetry of a, (12) and (5) easily imply that

(13) af (u,v) < (ath’u))l/z (af(v,v))m

* K 1/2 K 1/2 *
<o (o) " (o) < o Mulvilolve
for all w and v in Vy,.

Remark 2.2. [t is clear that, in the classical terminology, assumption (11) is meant to
ensure consistency of the bilinear form ay, and (12) is meant to ensure stability. O

From now on, since we will deal also with functions that belong to H(H Y(K))?, but are

K
not globally in (H*(€2))?, we will use the broken H'— norm:

1/2
(14) lollny = (D Iolix)
KeT,

Theorem 2.1. Under the assumptions HO, H1, and H2 the discrete problem: Find uy in
V,, such that

(15) ah(uh,vh) =< fh,'vh >, Vv, € Vy
has a unique solution wy. Moreover, for every approximation w; of w in Vy and for every

approzimation w, of w that is piecewise in (Py)?, we have

lur = ully < € (1w = wrlly + lu = urlhy +5)

*

where C' is a constant depending only on 2, X\, u, o, «
such that

(16) | < fn— F,on>| <Flvnllv Yo, € V.

, and § 1s the smallest constant

Remark 2.3. Note that we cannot write ||u — ur||nv as [|[u — ur||v since, in general, u,
will not be an element of Vy, (lacking the necessary continuity). O

Proof. Existence and uniqueness of the solution of (15) follows immediately from (12) and
(5). Next, setting d, := uj, — u; we have

(17) . al|0n|3 < awa(dn, 81) < an(dn, 8,) = an(un, 84) — an(ur, 8,) (use (15) and (10))
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=< f1,,0n > —ZahK(uf,éh) (use + u,)
K

=< fp,, 0, > —Z (ahK(ul — Uy, 0p) + ahK(u,r,(Sh)) (use (11))

K
=< f,,0n > — Z (ahK(uI — Ur, 64) + a” (ur, dh)> (use £u and (9))
K

=< f,0p > — Z (ahK(UI — Uy, 6y) + o (uy — u, (Sh)> —a(u, dy) (use (6))

K

=< 1,0 > —Z (ahK(ul —u,, 8p) + a* (u, —'u,,5h)>— < f,0, >
K

—<Fu £ 0> =Y (a,lf(u] —wy, 8y) + af (uy — u,5h)>.

K
Now we use (16), (13), and the continuity of each a® in (17) in order to obtain

(18) 18413 < (8 + lur = wallny + 1w = uslny ) 16nllv

*

for some constant C' depending only on €2, A\, u, au, o*.
the triangle inequality. O

Then the result follows easily by

2.4. Construction of V;,. We can now tackle the second part of our construction, showing
how, given the sequence of decompositions {7}, and the integer k we can construct (and
use!) the corresponding spaces Vj, and the bilinear forms a; such that the assumptions
(10)-(12) of our Theorem are satisfied.

Definition 2.1. For every decomposition T, and for every k > 1 we define V}, as the
space of (vector valued) continuous functions v, that vanish on the boundary of €2, that are
polynomials of degree < k on each edge e of Ty, and such that in each element K we have
(Axuvn) ik € (Pr2)? when k> 2, and (A, ,vp)x =0 when k = 1.

It is not difficult to see that for an element K € 7, having n edges, the set of all (vector
valued) continuous functions on K that are polynomials of degree < k on each edge of 0K
is a linear space of dimension 2n + 2n(k — 1). Indeed, a continuous scalar function which is
a polynomial of degree < k on each edge is uniquely determined by its values at the vertices
(n conditions) plus, for k£ > 1, by the moments up to the order k — 2 (k — 1 conditions) on
each edge (hence n+n(k —1) conditions in total). And for a vector valued function we have
2 scalar functions. Therefore, denoting by VX the restriction of V}, to K we can check easily
that, say, for an internal element K with n vertices the dimension of V¥ is given by

(19) N¥ = dimVy =2n +2n(k — 1) + k(k — 1),

where the last term corresponds to the dimension of vector valued polynomials of degree <
k — 2 in two dimensions (and hence to the number of internal degrees of freedom). Similarly,
we can easily see that the dimension of the whole space Vy, is given by

(20) N = dimV), = 2Ny + 2Ng(k — 1) + Npk(k — 1),

where Ny, Ng and Np are, respectively, the total number of internal Vertices, internal
Edges, and elements (Polygons) in Tp,.
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In V};, we choose the following degrees of freedom. :

e V - The values of v;, at the internal vertices.

e £ -For k > 1, the moments /q(t)vh(t)dt for g € (Py_2(e))? on each internal edge e.

e

e P - For k > 1, the moments / q(x)vy(x)dx for g € (Py_2(K))? in each element K.
K

It is not difficult to check that the dimension N of V, computed in (20), equals the
total number of degrees of freedom V plus &€ plus P. For future use, it will also be convenient
to define the interpolation operator y as the operator that to each smooth enough vector
valued function ¢ associates the N values x1(), .., Xyt (@) of its degrees of freedom, and,
for each element K, its restriction y* to the degrees of freedom related to K.

Remark 2.4. We notice that, in each element K, the degrees of freedom V plus £ uniquely
determine a polynomial of degree < k on each edge of K, that is, V plus € are equivalent to
prescribe v, on OK. On the other hand, the degrees of freedom P are equivalent to prescribe
I} ,vy, in K (where TI. , is the projection operator, in the (L*(K))? norm, onto the space
(Pr—2)?).

Proposition 2.1. The degrees of freedom given by V plus € plus P are unisolvent in V.

Proof. According to Remark 2.4, to prove the proposition it is enough to see that, for each
K € T, a vector valued function v, such that

(21) v, =0 on 0K VK €T,
and
(22) Y v, =0 inK VKeT,

is actually identically zero in K. In order to prove this, we will prove that A, v, = 0
in K (that joined with (21) gives v, = 0). In order to see this, we first solve, for every
q € (Pr_(K))?, the following auxiliary problem:

Find w € (HJ(K))?* such that

(23) o (w,0) = (@v)ox Vo e (HUK)),
that, in agreement with Remark 2.1, could also be written

(24) Af\fu'w =q in K and w =0 on JK.
Next, we consider the map R, from (Py_»(K))? into itself, defined by
(25) Rq = Hka2(A§{,u)il(Q) =10 ,w.

We claim that R, with this definition, is an isomorphism. Indeed, from (25) and the definition
of TTY , we have, for every q € (Pr_3)*:

(26)  (R(a). @)ox = (TG5(AR,) (), @ox = (G,w, @lox = (w, qlox = a” (w, w).
Since w is in (H}(K))? we have then that
(27) {R(q) =0} & {a"(w,w) = 0} & {w =0} & {g=0}.
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We notice that, if v, = 0 on 0K, then
I v, = R(AS ,vn).
Hence, ITy v, = 0 = R(Af v;) = 0 = A% v; = 0, and the proof is concluded. O

Remark 2.5. It follows easily from the above construction that for every smooth enough
w € W there exists a unique element wy of Vj, such that

(28) X(w —wy) =0.

Moreover, by the usual Bramble-Hilbert/Deny-Lions technique (see e.g. [17]) and using a
scaling argument to get around the variability in the geometry (see e.g. [10]) it is not difficult
to see that

(29) |lw — w0 < Ch7" wlsa r=0,1,r<s<k+1
(with a constant C' independent of h) as in the usual Finite Element framework.

We finally note that the operator A, , appearing in Definition 2.1 is the most natural
choice, but it could be replaced by any second order elliptic operator such as, for instance,
a component-wise laplacian.

2.5. Construction of a;. We are left to show how to construct a (computable!) a; that
satisfies (11) and (12).

First of all we observe that, for every K € T, and for every v;, € V&, knowing the degrees
of freedom that identify v, we can compute

e The value of v, on 0K (that can be computed explicitly on every edge e)
e The value of IT} ,v; (that comes immediately out of the degrees of freedom).

Then we observe that, on any K € Ty, if p € (Px)? and vy, is in V&, then

(30) aff(p, vy) = /Ks(p) ce(vy)dx = — /Kdiv(s(p)) =z dx+/ (e(p) - n) - vy ds.

oK
We note then that div(e(p)) belongs to (Py_2)? so that
(31) / div(e(p)) - vy dx — / div(e(p)) - TTX v, dx
K K

is computable using only the values of I, ,v,. On the other hand, the boundary integral
in (30) is also easily computable knowing v, on dK. Similarly,

(32)  af¥(p,vn) = /Kdiv(p)div(vh)dx =— /K V(div(p)) - vpdx + /(?K(div(p) vy - nds

is computable knowing only v, on 0K and HkK_Q'Uh. Hence we can define

(33) ahK(p7 vy) = aK(p, vy) and ahK(vh,p) = aK('vh,p)

that come out to be computable whenever p is an element of (P;)? and v, is any element of
VE. Note that by this choice we took care already of (11), and we have only (12) to take
care of. At this point however we are also able to compute a new basis for V&, by taking
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first all the elements of (P;)? (whose dimension is (k + 1)(k + 2)), and then completing it
with

NE—(k+Dk+2)=2n+2n(k—1) +k(k—1) — (k+ 1)(k +2) = 2nk — 4k — 2
independent elements vj, such that
(34) ap (p,0n) = af (Un, p) (= a®(p, o)) = a®(¥y,p)) =0 Vpe (P)”.

Denoting by {/',If the set of elements of VI that satisfy (34), we have that, in the new basis,
the local stiffness matrices corresponding to a® and to af* (respectively) are both 2 x 2 block
diagonal, one block being made of

(35) a"(p,q) = ay (p,q) for p and g both in (Py)?
and the other block concerning, respectively,
(36) a¥ (0, wy) and a (v, w;,)  for v, and W, both in VX,

Note however that the choice of this second part for a; cannot jeopardize the property (11),
that has been already taken care of in (35) and (34). On the other hand, it is easy to check
that the bilinear form corresponding to the block (36), for the form a®, has a maximum and
a minimum positive eigenvalue that depend (continuously) on the geometry of K but not
on its size (note that, in particular, all the rigid body motions are already considered in the
first block). Hence, by simply taking, for the form af, the block corresponding to (36) as
the identity matrix (or, if you prefer, the identity matrix multiplied by the trace of the first
block) we will have that the last property, (12), is also satisfied.

2.6. Construction of the loading term. In order to build the loading term < f,, v, >

for v, € Vy,, we define f), on each element K as the (_LQ(K)Q) projection of the load f on

the space of piecewise polynomials of degree k, where k := max{k — 2,0}, that is:
fr=T1F, k = max{k — 2,0}, on each K € Ty,.

Then if £ > 2, the associated loading term

< frovn>= ) / £, - vpdx = Z/Hf_gf-vhdx: > / f-IE judx
K K K

KeTy, KeTy, KeTy,

can be exactly computed using the degrees of freedom for V,, that represent the internal
moments, see Section 2.4. In such a case, standard L? orthogonality and approximation
estimates on star-shaped domains yield

(37) < fu—Ffion>= ) /K (I, f — f) - (v, — Iywy)dx

KeTh

<O BN lhvx hicllonllue < CRECY D F R ) loally

KeTy, KeTy

and thus, recalling (16),
1/2
(38) g<on (Y 1ffx)

KeTy
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If £ = 1, an integration rule based on the vertex values of v}, needs to be used in order to
compute [, f), - vpdx = [, IIf f - vpdx. In this case the same procedure as in (37)-(38)
gives again

(39) § < Chlflogo-
Remark 2.6. Both (38) and (39) become meaningless when f does not have enough regu-

larity, since the right-hand side becomes +00. However, with a quite stmilar procedure one
could easily get

1/2
(40) SSCh‘(’( Z |f]§,LK) for1 < s<k.
KeTy,
O

2.7. Estimates in the L? norm. In the present section we derive error estimates in the
L? norm. We have the following result.

Lemma 2.1. Assume that the domain € is conver and k > 2. Under the same assumptions
and notation of Theorem 2.1 the following holds. For every approximation wy of w in 'V,
and for every approzimation u, of w that is piecewise in (Py)?, we have

lw = unlloe < Ch(Jlw = wnllv + llu = wellny + BILF = Fillon)

where k = 0 if the polynomial degree k = 2 and k =1 otherwise. The constant C depends
only on Q, \, u, .

Proof. We consider the usual auxiliary problem: Find @ € V such that
a(p,v) = (u — up, v) Yv e V.

Since € is a convex polygonal domain, the regularity of the problem guarantees that |[)|]2.o <
Cllu — upllo.q with C = C(Q, i, \).

Let 1, and 1) denote approximations of v, with 19, € V; and v, piecewise in (Py)%.
Standard approximation estimates combined with the above regularity result yield immedi-
ately

(41) 1 = Yrllog + 2l — illv + Bl — Prllny < CR%[lu —uploo-
Simple manipulations, first adding and subtracting t);, then using (41) give
(42) lu —wnllo0 = alu — wp, ¢ — ;) + alu — wp, ;)

< Chllu —up|[v]lw — unlloe + alu — up, ;).

For the second term above, we note that ¢; € V and use (6), add and subtract < f,,,¥; >,
and finally apply (15). We get

(43) a(u—up, ;) =< f— fy, ¥ > +(ah<’u’h7 Yr) — a(uh»’%bl)) =Ty +1T5.

In order to bound the term T}, we first add and subtract 1, then use the orthogonality
property of f — f,. Following the same notation as in Section 2.6 we obtain

1= 3 ([ 0= fw—wixs [ (7 f@ - wx)

KeTy
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where we recall that & = max{k — 2,0}.
Cauchy-Schwarz inequalities, bound (41), standard approximation estimates for the oper-
ator Hg and the regularity result for 4 yield

T < 11f = fulloa (1% — wrlloa + 1 — o)
(44) < O(h? + R EHDY | — fylloollu — up,
< C(Y|f = fa

0,2

0,2 |U - Uh||0,Q-

For the second term in (43) we use the consistency property H2 twice, thus obtaining

=Y (af (un i) = (wnv))

KeTy

= <a§(uh, Yr —P) —a” (wn, by — %))
KeTh

= Z (af(uh —Up, P — ) — a (uy, — ug, P — ¢w)>
KeTh

From the above bound, the continuity of the bilinear form a and (13) yield
1/2 1/2
T; < C( Z |wp, — uﬂ"iK) < Z ¥, — ’(»bw‘%,K> :
KeTh KeTy

By a triangle inequality it now follows
1/2

1/2
(X fun—welin) = C(X - wilipt - udliy)

KeTy KeTy
and, by the same argument and using (41),
, \1/2
(X 1 —w.Bi)” <Chlplho < Chllw—wullog.
KeTy

Combining the above bounds we obtain for 75
(45) Ty < Ch (Ilu = wnllv + 1w = ugllay ) [[u = willog.

The final bound follows applying bounds (42), (43), (44) and (45).
u

By application of standard approximation estimates and Theorem 2.1, if £ > 3 from
Lemma 2.1 it immediately follows

(46) | —unlloo < CH ! ulpa,

provided the solution w is sufficiently regular.
In the case k = 1 an analogous result can be derived. The steps are essentially identical to
the ones in the proof of Lemma 2.1, the only difference being in the treatment of the loading
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term 7). Assuming that the integration rule used for the evaluation of the loading is at least
of first order, see Section 2.6, one finally obtains

lwn = wllos < Ch(llu—wnlly + = uclny + 1 = Filloo + bl Flloc)

<on(fulo+ 3 1£12) "

KeTh

where the last bound holds if w is sufficiently regular.

In the case k = 2, the proposed method does not guarantee a O(h*!) convergence rate
in the L? norm. Such result is sharp and is not related to some theoretical limitation in the
proof of Lemma 2.1. Indeed, the reason for this non optimal behavior is related to the load
approximation, as is clear from the proof above, and can be cured in the following way.

It is immediate to check that, for any v, € V;, and K € Ty, the (component-wise) averages

m:(/thdx)/uq, V—vh:(/Kvahdx)/Uﬂ

can be exactly computed using the degree of freedom of V},, where in the case of the gradient
an integration by parts needs to be used.
Therefore, denoting by xp the coordinates of the barycenter of K, we can define

5h:6h+V'vh-(x—xB)

< f,vp>= Z/Hff-%hdx
K

KeTy

(47)

Then we have:

<f,—fon>= Z/K(H{ff.ah_f.vh>dx

KeTy,
=Y [ (TEF @ o)+ @F - 5 o)
KeT, VK
(18) =3 [ (0TS @ )+ (U 5) (o= )
KeT;, 7 K
<0 > (1T F =T Flloe + ITLEf = Floc ) I8 — wnllo
KeTh
< ORI i) P lonla
KeTy,

Clearly, O(h?) is more than we need for the error estimate in V, and this is why we did
not use it in Section 2.6. Moreover, although easily computable, the integral in (47) is not
immediate as the one proposed in Section 2.6. Now, proceeding as in (48) we have:

T = Z/ <H{(f‘;p1—f'¢1>dx
(49) Ken
<O IR0 lu = unllog.

KeTy
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3. NEARLY INCOMPRESSIBLE MATERIALS

As is well known, we say that the material is nearly incompressible when A >> pu. It is
equally well known that, in such a case, it is more convenient (for the analysis and the dis-
cretization of the problem) to relax the incompressibility constraint introducing a projection
operator or, equivalently, to shift to the so-called (u, p)-formulation.

In the present section we shall follow the first option, and we shall derive error bounds
which do not explode when A/ — oo. Let hereafter IT;,_; denote the L? projection operator
on the auxiliary space
(50) Qn = {q € L*()/R such that qx € Pr_1(K) YK € Tp}.

We define, for all uy, v, € Vy,
ah(Uh,’Uh) = Z a{f(umvh)a
(51) KeTh
aff(uh, 'l)h) = 2uaih(uh, 'Uh) + )\(Hk_ldivuh, Hk_ldivvh)K VK € 77“

where the bilinear forms afj n(un, vy) are constructed with the strategy that we followed to

construct the bilinear forms aX in Section 2.5 (think, for instance, to what you would get in

the previous case if A was equal to zero).
Following the obvious notation

(52) au(u,v) = Y af(u,v) Vu,veV,
KEeTy,
the local bilinear forms a, (ws, v,) satisfy an analogous version of (11)-(12):
H2 - For all A, and for all K in 7Ty,
o Vp € (P)?, Vv, € Vy

(53) a/ﬁh(]’? vh) = af/,((pa vh)‘
e 1 two positive constants «, and «*, independent of h, i and of K, such that
(54) Yv, € Vy, Oy af(vh, ’Uh) < afzh(vh, ’Uh) <a* aff('vh,'vh).

We note now that for every v, € V, and for every ¢ € @, the integral

(55) / div vy, gdx = / vy, -ngds — / vy, - Vgdx
K oK K

is computable once we know vy, at the boundary and the projection of v;, on (Py_5)? (that
is II;_ovy,). Therefore the projection operator Ilj_; appearing in (51) is computable for any
function in V}, by using the available degrees of freedom.

The discrete problem reads as (15), with the bilinear form given now by (51). In order
to study the convergence properties of the proposed method we consider £ > 2 and prove a
discrete inf-sup condition:

(56) 35" > 0 such that Vh inf sup (divv,q)

> [ > 0.
9€Qi vev, [|alle [v]lv

We have the following theorem.
Theorem 3.1. Let k > 2. In the above assumptions, (56) holds true.
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Proof. We recall the continuous inf-sup condition, see for instance [10],

(57) 35 > 0 such that inf supM >B>0, Q=L*0).

a€Q vev ||qllq [lvllv
For every ¢* € Q) C @, using (57) we have that there exists a w € V such that

di *
(58) Qw >3>0.
lg*(lo [lwllv
Now, in order to use the so-called Fortin’s trick, we want to construct a w;, € V, such that
(59) (div(w —wy),q) =0 Vg€ Qn
with
(60) |willv < Cr |lw|lv

for some constant Cr independent of h. For this, we proceed as in the classical Finite
Element theory (see e.g. [10]). We first construct a wy, € V}, such that

(61) (div(w —wy),q) =0 V@ piecewise constant in §2
with
(62) Jw —Wh|lrx < Chi"|whx VK €T, r=0,1

with a constant C' that does not depend on h. Note that for doing this, as is well known, we
must use in an essential way the degree of freedom “average of the normal component of w
on each edge of K, that allows to enforce

(63) /(w—@h)-nds:OVedgeein T,

and this is the reason why we require £ > 2. Once wy, is constructed, always following the
Finite Element track, we choose a “bubble” w);, having all the degrees of freedom on each
0K equal to zero, and relying only, in each K, on the k(k — 1) internal degrees of freedom,
such that, on each K

(64) (divawy, @)o.x = —(Wh, V@)ox = (div(w —wp), ¢)ox Vg € (Qn)k-

We note that (64) amounts to k(k + 1)/2 — 1 conditions (as the dimension of the space of
gradients of polynomials of degree < k — 1). We note that this is < k(k — 1) (the number
of internal degrees of freedom for the space V&) for k > 2. An additional scaling argument,
together with (62), shows that we also have

(65) |lw — wy ||k < Chi"|w|ix VK €Ty r=0,1
Finally we set
wy = Eh + 17)]1
and we note that (64) implies (59), while (62) and (65) imply (60). Finally from (58), (59)
and (60) we have, as usual,

lg*llq lwnllv — Crliglle lwllv — Crllg*le llwllv
that gives (56) with 5* = 28/Cp.
|
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As a consequence of the inf-sup condition (56) we have, with classical arguments (see for
instance Proposition 2.5 in [10]) the following property: For all smooth enough vector valued
function w it exists uy € V), such that

(67) Hk_ldiv ur = Hk_ldiV’U,
(68) |lu—u;llv <C inf ||lu—wv|v.
vpEV)

We are now able to prove the following result.

Theorem 3.2. Under the assumptions HO, H1, and H2 the discrete problem (15) with
bilinear form (51) has a unique solution wuy,. Moreover, let uy be the interpolant of w defined
in (67)-(68). Then for every approzimation w, of w that is piecewise in (Py)?, we have

(69) Joun —ullv < € (Il — wrllv + o = wally + o~ i 1pllg + 3)
where C' is a constant depending only on €, 7, a,, o, § is still defined by (16), and
(70) p:=Adivu

1s the “pressure”.

Proof. The existence of a unique uy, follows immediately from the definite positive property
of the discrete bilinear form, see (54), on the space with boundary conditions V. Setting
05, = u, — uy; we have

(71)
Oy 2/J,||6h||%/ S oc*Q,u au(éh,éh) S ah(éh,éh) = ah(uh,éh) — ah(ul,éh) (use (15) and (51))

=< f,,0p > — Z <2uaih(u1,5h) + )\(Hk_ldivuI,Hk_ldivéh)K> (use + u, and (67))
K
=< f,,0n > —2/12 (afﬁh(ul — Uy, Op) + aﬁh(uﬂ,éh))
- A(ijdivu,divéh)g (use (53))
=< f,,0n > —QMZ (afjh(uf — Uy, 0p) + aff(uﬂ, 6h))
- /\(Hk_ldivl;, divdy)q (use £u and (52))
=< 1,0, > —Q/LZ <a§h(u1 —u,,0p) + aff(u,r — u,5h)>
— 2ua,(u, dy) — /\(fll{k_ldivu, divdy)a (use (2),(6) and (70))
=< f,,0n > _2“2 (aih(uf—uw,éh)+af(uﬂ—u, 5h)>— < f,6, > —(;_1p—p,divé,)oq
K
=< f,—f.0,> _2“2 (aff’h(uf — Uy, 0p) + aff(u,r —u, 5h)> — (Ily—1p — p,divdp)oq.
K
Recalling (16), (54) and the continuity of each af in (71) easily yields

(1) 18y < O (8 + lur — walloy + = wrllv + i 1p = plloe) 18nllv
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*

for some constant C' depending only on €2, ., a*.
triangle inequality.
U

Then the result follows easily by the

Combining the above error bound with (68), (29), (38) and standard approximation results
on star shaped domains gives the following uniform convergence estimate.

Remark 3.1. Under the same assumptions of Theorem 3.2 it holds
lun = ully < Ch " Juluo+ |pl1o) . T<s<k+1,

with C independent of the material constants and on the mesh Tj.
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