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#### Abstract

Computer simulation of the propagation and interaction of linear waves is a core task in computational science and engineering. It is fundamentally important in a wide range of areas such as antenna design, atmospheric particle scattering, noise prediction, radar and sonar modelling, seismic and ultrasound imaging. The finite element method represents one of the most common discretization techniques for Helmholtz and Maxwell's equations in bounded domains, which model time-harmonic acoustic and electromagnetic wave scattering, respectively. At medium and high frequencies, resolution requirements and the so-called pollution effect entail an excessive computational effort and prevent standard finite element schemes from an effective use. The wave-based methods offer a possible way to deal with this problem: the trial and test functions are built with special solutions of the underlying PDE inside each element, thus the information about the frequency is directly incorporated in the discrete spaces. This dissertation is concerned with a family of those methods: the socalled Trefftz-discontinuous Galerkin (TDG) methods. These include the wellknown ultraweak variational formulation (UWVF) invented by O. Cessenat and B. Després in the 1990's. We derive a general formulation of the TDG method for Helmholtz and Maxwell impedance boundary value problems posed in bounded polygonal or polyhedral domains. We show the well-posedness of the scheme and its quasi-optimality in a mesh-dependent energy norm; a similar result in a meshindependent norm is obtained by using a duality argument. This leads to convergence estimates for plane and circular/spherical wave finite element spaces; the dependence of the bounds on the wavenumber is always made explicit. Some numerical experiments demonstrate the effectiveness of the method in the case of the Helmholtz equation.

Several mathematical tools are needed for the analysis of the TDG method. In particular, we prove new best approximation estimates for the considered discrete spaces with the use of Vekua's theory for elliptic equations and approximation results for harmonic polynomials. The duality argument used in the convergence analysis of the scheme in the case of the Maxwell equations requires new wavenumber-explicit stability and regularity results for the corresponding boundary value problem: these are proved with the use of a novel vector Rellich-type identity.


## Riassunto

La simulazione al computer della propagazione e dell'interazione di onde lineari è un compito fondamentale nelle scienze computazionali e nell'ingegneria. Essa è di primaria importanza in una grande varietà di aree, quali la progettazione di antenne, lo scattering da parte di particelle atmosferiche, la modellizzazione di radar e sonar, la produzione di immagini sismiche e da ultrasuoni. I metodi agli elementi finiti sono una delle tecniche di discretizzazione più comuni per le equazioni di Helmholtz e di Maxwell poste in domini limitati, le quali modellizzano lo scattering di onde acustiche ed elettromagnetiche in regime timeharmonic. A medie ed alte frequenze, la risoluzione della frequenza spaziale e il cosiddetto "pollution effect" richiedono uno sforzo computazionale eccessivo ed impediscono un utilizzo efficace dei metodi agli elementi finiti più comuni. I metodi "wave-based" offrono un modo per trattare questo problema: all'interno di ogni elemento le funzioni di base sono particolari soluzioni della PDE considerata, di conseguenza la frequenza è incorporata direttamente nello spazio discreto.

Questa tesi tratta una famiglia di questi schemi: i cosiddetti metodi "Trefftzdiscontinuous Galerkin" (TDG), i quali includono la nota "ultraweak variational formulation" (UWVF) introdotta da O. Cessenat e B. Després.

Qui deriviamo una formulazione generale del metodo TDG per le equazioni di Helmholtz e di Maxwell con condizioni al bordo di tipo impedenza posti in domini limitati poligonali o poliedrici. Mostriamo che lo schema è ben posto e ha convergenza quasi-ottimale in una norma dell'energia; un analogo risultato in una norma indipendente dalla mesh è ottenuto con un argomento di dualità. Questo porta a stime di convergenza per spazi di approssimazione costituiti da onde piane e circolari/sferiche; la dipendenza delle stime dalla frequenza è sempre indicata esplicitamente. Alcuni esperimenti numerici mostrano l'efficacia dello schema nel caso dell'equazione di Helmholtz.
Diversi strumenti matematici sono necessari per l'analisi del metodo TDG. In particolare, usando la teoria di Vekua per equazioni ellittiche e alcuni risultati di approssimazione per polinomi armonici, dimostriamo nuove stime di miglior approssimazione per gli spazi discreti considerati. La tecnica di dualità usata nell'analisi della convergenza dello schema nel caso delle equazioni di Maxwell richiede nuove stime di stabilità e regolarità per il corrispondente problema al contorno con esplicita dipendenza dalla frequenza; dimostreremo tali stime usando una nuova identità vettoriale di tipo Rellich.
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## List of Notation

We denote balls and spheres in $\mathbb{R}^{N}$ by

$$
\begin{aligned}
B_{r}\left(\mathbf{x}_{0}\right) & :=\left\{\mathbf{x} \in \mathbb{R}^{N},\left|\mathbf{x}-\mathbf{x}_{0}\right|<r\right\}, \quad B_{r}:=B_{r}(\mathbf{0}), \\
\mathbb{S}^{N-1} & :=\partial B_{1}=\left\{\mathbf{x} \in \mathbb{R}^{N},|\mathbf{x}|=1\right\} \subset \mathbb{R}^{N}
\end{aligned}
$$

We call multi-indices the vectors of natural numbers $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in$ $\mathbb{N}^{N}$, where $\mathbb{N}=\{0,1,2,3, \ldots\}$ includes the zero. We define their length $|\boldsymbol{\alpha}|$, we use them to describe multivariate polynomials, differential operators and we establish a partial order denoted by " $\leq$ ":

$$
\begin{align*}
|\boldsymbol{\alpha}| & :=\sum_{j=1}^{N} \alpha_{j} \\
\mathbf{x}^{\boldsymbol{\alpha}}: & =x_{1}^{\alpha_{1}} \cdots x_{N}^{\alpha_{N}}  \tag{0.1}\\
D^{\boldsymbol{\alpha}}: & =\frac{\partial^{|\boldsymbol{\alpha}|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{N}^{\alpha_{N}}} \\
\boldsymbol{\alpha} & \leq \boldsymbol{\beta} \quad \text { if } \quad \alpha_{j} \leq \beta_{j} \quad \forall j \in\{1, \ldots, N\}
\end{align*}
$$

If $\Omega$ is an open Lipschitz domain in $\mathbb{R}^{N}$ (or an $N$-dimensional manifold), we denote by $W^{k, p}(\Omega)^{d}$, with $d \in \mathbb{N}, k \in \mathbb{R}, 1 \leq p \leq \infty$, the Sobolev spaces with (integer or fractional) regularity index $k$, summability index $p$, and values in $\mathbb{C}^{d}$. We omit the index $d$ if it is equal to one, i.e., for spaces of scalar functions. We set $H^{k}(\Omega)^{d}:=W^{k, 2}(\Omega)^{d}$ and define $H_{0}^{1}(\Omega)$ as the closure in $H^{1}(\Omega)$ of $C_{0}^{\infty}(\Omega)$. The corresponding Sobolev seminorms and norms for $k \in \mathbb{N}$ are defined as:

$$
\begin{aligned}
|u|_{W^{k, p}(\Omega)} & :=\left(\sum_{\boldsymbol{\alpha} \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=k} \int_{\Omega}\left|D^{\boldsymbol{\alpha}} u(\mathbf{x})\right|^{p} \mathrm{~d} \mathbf{x}\right)^{\frac{1}{p}} \\
\|u\|_{W^{k, p}(\Omega)} & :=\left(\sum_{j=1}^{k}|u|_{W^{j, p}(\Omega)}^{p}\right)^{\frac{1}{p}}=\left(\sum_{\boldsymbol{\alpha} \in \mathbb{N}^{N},|\boldsymbol{\alpha}| \leq k} \int_{\Omega}\left|D^{\boldsymbol{\alpha}} u(\mathbf{x})\right|^{p} \mathrm{~d} \mathbf{x}\right)^{\frac{1}{p}}, \\
|u|_{k, \Omega} & :=|u|_{W^{k, 2}(\Omega)}, \\
\|u\|_{k, \Omega} & :=\|u\|_{W^{k, 2}(\Omega)}, \\
|u|_{W^{k, \infty}(\Omega)} & :=\sup _{\boldsymbol{\alpha} \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=k} \operatorname{ess} \operatorname{x\in \Omega } \sup \left|D^{\boldsymbol{\alpha}} u(\mathbf{x})\right| \\
\|u\|_{W^{k, \infty}(\Omega)} & :=\sup _{j=0, \ldots, k}|u|_{W^{j, \infty}(\Omega)} .
\end{aligned}
$$

The $\omega$-weighted Sobolev norms are defined as

$$
\begin{equation*}
\|u\|_{k, \omega, \Omega}:=\left(\sum_{j=0}^{k} \omega^{2(k-j)}|u|_{j, \Omega}^{2}\right)^{\frac{1}{2}} \quad \forall u \in H^{k}(\Omega), \quad \forall \omega>0 . \tag{0.2}
\end{equation*}
$$

For $\Omega \subset \mathbb{R}^{3}$, we introduce the following Hilbert spaces of vector fields, see also [94, Ch. 1]:

$$
\begin{align*}
L_{T}^{2}(\partial \Omega) & :=\left\{\mathbf{v} \in L^{2}(\partial \Omega)^{3}: \mathbf{v} \cdot \mathbf{n}=0\right\}, \\
H(\operatorname{curl} ; \Omega) & :=\left\{\mathbf{v} \in L^{2}(\Omega)^{3}: \nabla \times \mathbf{v} \in L^{2}(\Omega)^{3}\right\}, \\
H_{0}(\operatorname{curl} ; \Omega) & :=\{\mathbf{v} \in H(\operatorname{curl} ; \Omega): \mathbf{n} \times \mathbf{v}=\mathbf{0} \text { on } \partial \Omega\}, \\
H_{\text {imp }}(\operatorname{curl} ; \Omega) & :=\left\{\mathbf{v} \in H(\operatorname{curl} ; \Omega): \mathbf{n} \times \mathbf{v} \in L_{T}^{2}(\partial \Omega)\right\}, \\
H(\operatorname{curl} \operatorname{curl} ; \Omega) & :=\left\{\mathbf{v} \in H(\operatorname{curl} ; \Omega): \nabla \times \nabla \times \mathbf{v} \in L^{2}(\Omega)^{3}\right\},  \tag{0.3}\\
H(\operatorname{div} ; \Omega) & :=\left\{\mathbf{v} \in L^{2}(\Omega)^{3}: \nabla \cdot \mathbf{v} \in L^{2}(\Omega)\right\}, \\
H\left(\operatorname{div}^{0} ; \Omega\right) & :=\left\{\mathbf{v} \in L^{2}(\Omega)^{3}: \nabla \cdot \mathbf{v}=0 \text { in } \Omega\right\}, \\
H^{k}(\operatorname{curl} ; \Omega) & :=\left\{\mathbf{v} \in H^{k}(\Omega)^{3}: \nabla \times \mathbf{v} \in H^{k}(\Omega)^{3}\right\}, \\
H^{k}(\operatorname{div} ; \Omega) & :=\left\{\mathbf{v} \in H^{k}(\Omega)^{3}: \nabla \cdot \mathbf{v} \in H^{k}(\Omega)\right\},
\end{align*}
$$

where $\mathbf{n}$ is the exterior unit normal vector field to $\partial \Omega$. Each space is endowed with the corresponding graph norm.
If $\mathbf{F}: \partial \Omega \rightarrow \mathbb{C}^{3}$ is a vector field defined on the boundary of a Lipschitz domain $\Omega \subset \mathbb{R}^{3}$, we denote its normal and tangential components by

$$
\begin{equation*}
\mathbf{F}_{N}:=(\mathbf{F} \cdot \mathbf{n}) \mathbf{n} \quad \text { and } \quad \mathbf{F}_{T}:=(\mathbf{n} \times \mathbf{F}) \times \mathbf{n}, \tag{0.4}
\end{equation*}
$$

respectively. As a consequence, $\mathbf{F}$ can be written as $\mathbf{F}=\mathbf{F}_{N}+\mathbf{F}_{T}$.

Fà e desfà l'è sempri laurà.

## 1. Introduction: wave methods for the approximation of time-harmonic problems

Understanding and predicting the propagation and scattering of acoustic, electromagnetic and elastic waves is a fundamental requirement in numerous engineering and scientific fields. However, the numerical simulation of these phenomena remains a serious challenge, particularly for problems at high frequencies where the solutions to be computed are highly oscillatory. An important and active current area of research in numerical analysis and scientific computing is the design of new approximation methods better able to represent these highly oscillatory solutions, leading to new algorithms which offer the potential for hugely reduced computational times. A key associated activity is the development of supporting mathematical foundations, including a rigorous numerical analysis explaining and justifying the improved behaviour of the new approximation methods and algorithms.
The present dissertation aims at describing a special finite element method, termed Trefftz-discontinuous Galerkin (TDG) method, for the time-harmonic Helmholtz and Maxwell's equations, and at analyzing in a rigorous fashion its stability and convergence properties.
We begin this preparatory chapter by briefly describing the boundary value problems that will be considered in the following parts of this thesis. In Section 1.2, we introduce wave-based finite element methods and describe the most relevant schemes that belong to this class. Then, we outline the structure of the dissertation, and finally we sketch several intriguing open problems that will arise in the following chapters.

### 1.1. Time-harmonic problems

In this section we introduce the most common partial differential equations (PDEs) that describes time-harmonic wave propagation. We consider boundary value problems (BVPs) with impedance boundary conditions (IBC) in bounded domains of $\mathbb{R}^{N}$. Extensive descriptions and motivations of these PDEs are given, for example, in the books [59, 125, 152, 160].

1. Introduction: wave methods for time-harmonic problems

### 1.1.1. The Helmholtz equation

The propagation of acoustic waves with small amplitude in homogeneous isotropic media can be described by the wave equation:

$$
\frac{1}{c^{2}} \frac{\partial^{2} U(\mathbf{x}, t)}{\partial t^{2}}=\Delta U(\mathbf{x}, t)
$$

The unknown scalar field $U(\mathbf{x}, t)$ is a velocity potential depending on the position vector $\mathbf{x}$ and on the time variable $t$; $c$ is the speed of sound and $\Delta$ is the usual Laplace operator in the space variable $\mathbf{x} \in \mathbb{R}^{3}$. The velocity field $\mathbf{v}$ and the pressure $p$ can be derived from $U$ as

$$
\mathbf{v}(\mathbf{x}, t)=\frac{1}{\rho_{0}} \nabla U(\mathbf{x}, t), \quad p(\mathbf{x}, t)=-\frac{\partial U(\mathbf{x}, t)}{\partial t}
$$

where $\rho_{0}$ is the medium density in the static case.
The time-harmonic assumption lies in the choice of a sinusoidal dependence of $U$ on the time variable:

$$
U(\mathbf{x}, t)=\operatorname{Re}\left\{u(\mathbf{x}) e^{-i c \omega t}\right\}
$$

where $\omega>0$ is the wavenumber and $c \omega$ is the frequency. ${ }^{1}$ With this assumption, the complex valued function $u$ satisfies the homogeneous Helmholtz equation (sometimes called reduced wave equation):

$$
\Delta u+\omega^{2} u=0
$$

Of course, the Helmholtz equation can be considered in any space dimensions $N \geq 1$. It is often convenient to write it as system of first order equations:

$$
\begin{aligned}
i \omega \boldsymbol{\sigma}-\nabla u & =\mathbf{0} \\
i \omega u-\nabla \cdot \boldsymbol{\sigma} & =0
\end{aligned}
$$

In order to model non-homogeneous and absorbing materials, the wavenumber $\omega$ (and thus the local wavelength $\lambda=2 \pi / \omega$ ) can be a function of $\mathbf{x}$ or can take complex values.

When a boundary value problem is studied, the Helmholtz equation is considered in a domain $\Omega$ and it is supplemented by boundary conditions. If the value of $u$ is prescribed on $\partial \Omega$, we talk about Dirichlet or sound-soft boundary condition; if the value of the normal derivative $\partial u / \partial \mathbf{n}$ ( $\mathbf{n}$ being the outgoing normal unit vector on $\partial \Omega$ ) is given, we call it Neumann or sound-hard boundary condition. A linear combination of Dirichlet and Neumann data is called Robin boundary condition; in particular when the value of

$$
\frac{\partial u}{\partial \mathbf{n}}+i \vartheta \omega u
$$

is fixed on $\partial \Omega$ for some real non-zero (possibly non-constant) parameter $\vartheta$, we call it impedance boundary condition.

[^0]The non-homogeneous impedance boundary value problem

$$
\begin{cases}-\Delta u-\omega^{2} u=f & \text { in } \Omega  \tag{1.1}\\ \frac{\partial u}{\partial \mathbf{n}}+i \vartheta \omega u=g & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is an open bounded Lipschitz subset of $\mathbb{R}^{N}, f \in L^{2}(\Omega)$, and $g \in$ $L^{2}(\partial \Omega)$, can be written in the following variational form: find $u \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega}\left(\nabla u \cdot \nabla \bar{v}-\omega^{2} u \bar{v}\right) \mathrm{d} V+\int_{\partial \Omega} i \vartheta \omega u \bar{v} \mathrm{~d} S=\int_{\Omega} f \bar{v} \mathrm{~d} V+\int_{\partial \Omega} g \bar{v} \mathrm{~d} S \tag{1.2}
\end{equation*}
$$

holds for every $v \in H^{1}(\Omega)$.

### 1.1.2. The Maxwell equations

The Maxwell equations describe the propagation of electromagnetic waves through some media. The non-homogeneous time-harmonic Maxwell equations can be written as

$$
\left\{\begin{array}{l}
-i \omega \epsilon \mathbf{E}-\nabla \times \mathbf{H}=-(i \omega)^{-1} \mathbf{J}  \tag{1.3}\\
-i \omega \mu \mathbf{H}+\nabla \times \mathbf{E}=\mathbf{0}
\end{array}\right.
$$

where the unknown electric field $\mathbf{E}$ and magnetic field $\mathbf{H}$, and the datum $\mathbf{J}$ are vector fields in three real variables that take values in $\mathbb{C}^{3}$. The material parameters $\epsilon$ (electric permittivity) and $\mu$ (magnetic permeability) model the material through which the wave propagates: they can be constants, or positive bounded scalar functions of the position, or positive definite matrix-valued functions. Equations (1.3) can be condensed in a second order PDE:

$$
\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}=\mathbf{J}
$$

The typical boundary conditions used for Maxwell's problems make use of the tangential traces of $\mathbf{E}$ and $\mathbf{H}$. The impedance boundary condition can be written as

$$
\begin{equation*}
\mathbf{H} \times \mathbf{n}-\vartheta(\mathbf{n} \times \mathbf{E}) \times \mathbf{n}=(i \omega)^{-1} \mathbf{g} \tag{1.4}
\end{equation*}
$$

or, equivalently,

$$
\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}-i \omega \vartheta(\mathbf{n} \times \mathbf{E}) \times \mathbf{n}=\mathbf{g}
$$

Notice that the tangential part of the electric field is summed to the rotated tangential part of the magnetic field.

The variational form of the boundary value problem given by equation (1.3) in an open bounded Lipschitz domain $\Omega \subset \mathbb{R}^{3}$, supplemented with the boundary conditions (1.4) on $\partial \Omega$, may be written as: find $\mathbf{E} \in H_{\mathrm{imp}}(\operatorname{curl} ; \Omega)=\{\mathbf{v} \in$ $\left.H(\operatorname{curl} ; \Omega): \mathbf{v}_{T} \in L_{T}^{2}(\partial \Omega)\right\}$ such that

$$
\begin{aligned}
\int_{\Omega}\left[\left(\mu^{-1} \nabla \times \mathbf{E}\right) \cdot(\overline{\nabla \times \boldsymbol{\xi}})\right. & \left.-\omega^{2}(\epsilon \mathbf{E}) \cdot \overline{\boldsymbol{\xi}}\right] \mathrm{d} V-i \omega \int_{\partial \Omega} \vartheta \mathbf{E}_{T} \cdot \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S \\
& =\int_{\Omega} \mathbf{J} \cdot \overline{\boldsymbol{\xi}} \mathrm{d} V+\int_{\partial \Omega} \mathbf{g} \cdot \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S
\end{aligned}
$$

holds true for every $\boldsymbol{\xi}$ that belongs to the same space.

1. Introduction: wave methods for time-harmonic problems

### 1.1.3. Other time-harmonic equations

The elastic wave equation (Navier equation) in the time-harmonic form reads

$$
(\lambda+2 \mu) \nabla(\nabla \cdot \mathbf{u})-\mu \nabla \times(\nabla \times \mathbf{u})+\omega^{2} \rho \mathbf{u}=\mathbf{0}
$$

or equivalently

$$
(\lambda+\mu) \nabla(\nabla \cdot \mathbf{u})+\mu \boldsymbol{\Delta} \mathbf{u}+\omega^{2} \rho \mathbf{u}=\mathbf{0}
$$

where $\lambda, \mu$ are the Lamé constants, and $\rho$ is the density of the medium. A Robin boundary condition ( $c f .[123]$ ) is

$$
\mathbf{T}^{(\mathbf{n})}(\mathbf{u})+i \vartheta \omega \mathbf{u}=\mathbf{g}
$$

on $\partial \Omega$, where the traction operator is defined as

$$
\mathbf{T}^{(\mathbf{n})}(\mathbf{u}):=2 \mu \frac{\partial \mathbf{u}}{\partial \mathbf{n}}+\lambda \mathbf{n}(\nabla \cdot \mathbf{u})+\mu \mathbf{n} \times(\nabla \times \mathbf{u})
$$

For $\mu=0$ (and $\lambda=\rho=1$ ) the elastic wave equation reduces to the displacement-based Helmholtz equation (cf. [84]):

$$
\nabla(\nabla \cdot \mathbf{u})+\omega^{2} \mathbf{u}=\mathbf{0}
$$

whose Robin boundary condition reads

$$
\nabla \cdot \mathbf{u}+i \vartheta \omega \mathbf{u} \cdot \mathbf{n}=g
$$

A general family of time-harmonic linear first order hyperbolic equations is given in $[85,86]$ :

$$
-i \omega \mathbf{u}+\sum_{j=1}^{N} \frac{\partial}{\partial x_{j}}\left(\mathbf{A}^{(j)} \mathbf{u}\right)=\mathbf{0}
$$

where $\mathbf{A}^{(j)}, j=1, \ldots, N$, are square $m \times m$ real matrices (possibly depending on the position $\mathbf{x}$ ), and the unknown $\mathbf{u}$ is a vector field in $N$ real variables which takes values in $\mathbb{C}^{m}$. For instance, the Helmholtz equation can be expressed in this form by fixing $m=N+1, \mathbf{u}=\left(\sigma_{1}, \ldots, \sigma_{N}, u\right)=(\nabla u /(i \omega), u)$ and defining $\mathbf{A}^{(j)}$ as the $(N+1) \times(N+1)$ symmetric matrix with only two non-zero entries, with values 1 , which lie in the positions $(j, N+1)$ and $(N+1, j)$.

### 1.1.4. Standard discretizations of time-harmonic boundary value problems

The PDEs described in the previous sections play a central role in many fundamental scientific and technological areas. The most widely used tool for the discretization of the corresponding boundary value problems and for the numerical approximation of their solution is perhaps the finite element method (FEM). The papers [190] and [34] give a review of different numerical methods for high frequency time-harmonic problems.

Every solution of the time-harmonic equations displayed before oscillates with a spatial frequency $\omega$ that is set by the PDE itself. The standard FEM
uses piecewise polynomial space to represent these solutions, thus the number of degrees of freedom needed to obtain a given accuracy in certain domain, is larger for higher values of $\omega$. In the $h$-version of a FEM, the convergence is achieved by reducing the meshsize $h$, i.e., the maximal diameter of its elements; on the contrary, the local polynomial degree is kept constant. The FEM discretization error is usually controlled by the best approximation error, through a quasi-optimality estimate. For an exact solution that oscillates with frequency $\omega$ in an element of size $h$, the approximation properties of a polynomial space depend on the product $\omega h$, thus at a first glance it may seem to be possible that a constant value of this product implies a control on the FEM error.

Unfortunately this is not the case. This fact is due to the accumulation of phase error, called numerical dispersion or pollution effect, that affects any local discretization, $c f$. [17]. This phenomenon manifests itself in the theoretical analysis of the different schemes as a dependence of the quasi-optimality constant on the wavenumber. In concrete terms, this means that the $h$-version of any finite element method at medium and high frequencies delivers a reasonable error only with extremely fine meshes. Thus these methods are computationally too expensive to implement in many practical cases. On the other hand, spectral finite element schemes sacrifice the locality of the approximation but, in exchange, are immune to numerical dispersion, $c f .[4,5]$.

Another common approach to the numerical solution of oscillatory problems is the boundary element method (BEM), based on the discretization of boundary integral equations (BIE). In particular, the combined field integral equation (CFIE) is widely used and recent work [32,50,53,134] has made substantial progress in understanding the behaviour at high frequency of numerical solution methods. Very high frequency problem are often treated with asymptotic methods based on the geometric optic approximation; this large class of methods includes the ray-tracing and the front propagation techniques ( $c f .[74,91,176]$ ). Finally, we mention that possible alternatives to the FEM are finite differences schemes (FD) and time-domain methods (cf. [34]).

### 1.2. Wave-based discretizations

To cope with the fundamental difficulties offered by the discretization of timeharmonic equations, many different finite element methods have been proposed, all sharing the common strategy of incorporating information about the equations (namely, the wavenumber) inside the trial space. This is achieved by choosing basis functions defined either from plane waves (functions $\mathbf{x} \mapsto$ $\exp (i \omega \mathbf{x} \cdot \mathbf{d})$, with propagation direction $\mathbf{d})$, or from circular, spherical, and angular waves, fundamental solutions or more exotic solutions of the underlying PDEs. As for polynomial methods, only the spectral version (i.e., when the number of basis functions per element is increased) of these schemes is free from numerical dispersion.

Examples of methods based on plane waves are the partition of unity finite element method (PUM or PUFEM) of I. Babuška and J.M. Melenk [16], the
discontinuous enrichment method (DEM) [6, 82, 189], the variational theory of complex rays (VTCR) [172], and the ultra weak variational formulation (UWVF) by O. Cessenat and B. Després [47]. This latter method has seen rapid algorithmic development and extensions, see [117,119, 121, 122, 124], and even commercial software has been based on it. Since it can be reformulated as a discontinuous Galerkin (DG) method, the UWVF allows a rigorous theoretical convergence analysis $[42,85,96,108]$. Other schemes employ different basis functions: circular waves (also called Fourier-Bessel functions) [154,186], fundamental solutions [22], angular functions adapted to the domain [23], "waveband functions" [172,188], divergence-free vector spherical waves [18].
The methods mentioned above have been mostly used for the discretization of the Helmholtz equation; for the Maxwell case far fewer schemes are available, see $[18,48,107,121,191]$. Linear elasticity problems were addressed in [123, 130, 138-140]; the DG/UWVF discretization of displacement-based Helmholtz equation was treated in [84] and the corresponding one for linear hyperbolic equations and the linearized Euler equation in [85,86]; different acoustic problems with discontinuous coefficients or flowing media were treated in $[12,88,133]$.

We can distinguish between two main categories of wave-based methods. The Trefftz methods are the ones that use basis functions that are locally (inside each mesh element) solution of the underlying PDE; the main examples of this category are the UWVF, DEM/DGM, VTCR and many least squares methods. These schemes differ from each other by the technique used to "glue" together the trial functions on the interfaces between the elements. The DG framework provides a very general and powerful tool both for formulating many of these methods and for carrying out their analysis. The second category uses "modulated basis", i.e., local solutions of the PDE multiplied by non-oscillatory functions, usually low-degree polynomials; here the most famous example is given by the PUM. This second class of methods is more suitable for non-homogeneous problems (with source terms in the domain) and for smoothly varying coefficients, i.e., non-homogeneous material parameters.

The Trefftz methods with plane wave basis and polygonal/polyhedral elements allow easy analytic computation of the integrals necessary for their implementation (see Section 2.1.2 of [95] for the integration in closed form of the product of plane waves in polygons). On the contrary, different basis functions and curved elements require special quadrature rules for oscillating integrands.
In the medium and high-frequency regime, wave-based methods achieve higher accuracy than analogous polynomial schemes, when a comparable number of degrees of freedom is used. The considerations about the numerical dispersion and numerical evidence suggest to obtain accuracy by increasing the dimension of the local approximating space ( $p$-version) instead of by refining the mesh ( $h$-version).
However, for large $p$ or small $h$, the typical basis functions used in these methods become more and more linearly dependent, leading to the resulting linear system being severely ill-conditioned. This is the main obstacle that prevents wave-based methods from enjoying a wider use in applications. A
common statement regarding the ill-conditioning of wave-based methods is that it is a local phenomenon due to the "lack of orthogonality" of the wavebased bases; indeed the different ways of gluing together the elements do not heavily affect the condition number (see for example [86, Sect. 6.2] and [124]). This fundamental problem has begun to be partially addressed; for example, special rules for the dependence of the local number of degrees of freedom on the wavenumber and the local mesh size in order to improve the conditioning of the UWVF system matrix are discussed in [121, 124], nevertheless much more work needs to be done.

In the following few sections we introduce in more detail the main families of wave-based schemes: UWVF, DEM/DGM, VTCR, PUM/PUFEM and least squares. Of course, several other similar approaches exists: for instance the wave based method (WBM) of [168], the weak-element method of [97,174], the mapped wave envelope finite and infinite elements of [49], the flexible local approximation method (FLAME, a finite difference method for electromagnetism) of [191], the plane wave $H(\operatorname{curl} ; \Omega)$ conforming method of [136] and subsequent papers. Some comparisons of the numerical performances of the different schemes can be found in $[12,86,87,117]$, and a review of different Trefftz formulations in [168]. A summary of the theoretical results concerning the stability and approximation properties of different wave-based methods (PUM, least squares methods and UWVF/DG) is available in [75, Sect. 4-6].

Here we discuss only the case of the Helmholtz equation, since it is the prototype for all the other time-harmonic problems and it has received a much larger attention in the literature. The reformulation of the UWVF as a TrefftzDG method is not considered here because it will be the topic of Chapters 4 and 7 .

### 1.2.1. The ultra weak variational formulation (UWVF)

The ultra weak variational formulation for the Helmholtz equation has been introduced by O. Cessenat and B. Després in [46-48], and further developed and extended in several subsequent papers by different authors. We write its formulation following the introduction given in [48], in the special case of the impedance boundary condition with $\vartheta=1$ (i.e., $Q=(1-\vartheta) /(1+\vartheta)=0$ in their notation) and $f=0$ (i.e., without volume sources).
Let $\mathcal{T}_{h}$ be a finite element partition of a polyhedral Lipschitz domain $\Omega \subset$ $\mathbb{R}^{N}, N=2$, 3 , of mesh width $h$ (i.e, $h=\max _{K \in \mathcal{T}_{h}} h_{K}$, with $h_{K}:=\operatorname{diam}(K)$ ); we denote by $\mathbf{n}_{K}$ the outgoing unit vector on $\partial K$ and by $\partial_{\mathbf{n}_{K}}=\partial u / \partial \mathbf{n}_{K}$ the corresponding normal derivative of $u$.

Let $u \in H^{1}(\Omega)$ be a solution of the impedance BVP (1.1) with $f=0$ and $\vartheta=1$, such that $\partial_{\mathbf{n}_{K}}\left(u_{\mid K}\right) \in L^{2}(\partial K)$ for every $K \in \mathcal{T}_{h}$. We define the (adjoint) impedance trace $x \in V:=\prod_{K \in \mathcal{T}_{h}} L^{2}(\partial K)$ as $x_{\mid \partial K}:=\left(-\partial_{\mathbf{n}_{K}}+i \omega\right) u_{\mid K}$.

The UWVF of problem (1.1) reads: find $x \in V$ such that

$$
\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} x_{\mid \partial K} \overline{y_{\mid \partial K}} \mathrm{~d} S-\sum_{K, K^{\prime} \in \mathcal{T}_{h}} \int_{\partial K \cap \partial K^{\prime}} x_{\mid \partial K^{\prime}} \overline{F_{K}\left(y_{\mid \partial K}\right)} \mathrm{d} S
$$
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$$
\begin{equation*}
=\sum_{K \in \mathcal{T}_{h}} \int_{\partial K \cap \partial \Omega} g \overline{F_{K}\left(y_{\mid \partial K}\right)} \mathrm{d} S \tag{1.5}
\end{equation*}
$$

for every $y \in V$, where the operator $F_{K}: L^{2}(\partial K) \rightarrow L^{2}(\partial K)$ maps $y_{K}$ into the trace

$$
F\left(y_{K}\right):=\left(\partial_{\mathbf{n}_{K}}+i \omega\right) e_{K}
$$

of the solution $e_{K}$ of the local BVP

$$
\begin{cases}-\Delta e_{K}-\omega^{2} e_{K}=0 & \text { in } K \\ \left(-\partial_{\mathbf{n}_{K}}+i \omega\right) e_{K}=y_{K} & \text { on } \partial K\end{cases}
$$

The expression (1.5) is a variational formulation for the skeleton unknown $x$; after the equation is solved with respect to $x$, the solution $u_{\mid K}$ can be recovered in the interior of each element by solving a local (in $K$ ) impedance BVP with trace $x_{\mid \partial K}$.

The equation (1.5) is discretized by choosing a suitable finite dimensional subspace $V_{h}$ of $V$. However, the implementation of $F_{K}\left(y_{\mid \partial K}\right)$ requires the solution of a local BVP, therefore Cessenat and Després proposed the use of a Trefftz discrete space, in particular a space spanned by plane waves. The trial space is thus defined as

$$
V_{h}:=\left\{x_{h} \in V:\left(x_{h}\right)_{\mid \partial K} \in \operatorname{span}\left\{\left(-\partial_{\mathbf{n}_{K}}+i \omega\right) e^{i \omega \mathbf{x} \cdot \mathbf{d}_{\ell}}{ }_{\mid K}\right\} \forall K \in \mathcal{T}_{h}\right\}
$$

for $p$ unit propagation directions $\left\{\mathbf{d}_{\ell}\right\}_{\ell=1, \ldots, p} \subset \mathbb{S}^{N-1}$.
Theorem 2.1 of [47] states that the discrete problem obtained by substituting $V$ with $V_{h}$ (or any other Trefftz space) in (1.5) is always solvable, independently of the meshsize $h$. In the same paper it is proven that the solution impedance trace $x_{h}$ of the discrete problem converges to $x$ (the impedance trace of the continuous problem) with algebraic rates of convergence with respect to the meshsize $h$; the same is true for the convergence of the discrete solution $u_{h}$ to $u$ (see [47, Corollary 3.8]). In both cases (i.e., for $x-x_{h}$ and $u-u_{h}$ ), the error is controlled only in the $L^{2}$-norm on the boundary $\partial \Omega$. The rate of convergence linearly depends (in two space dimensions) on the dimension $p$ of the local trial space, namely, on the number of plane wave propagation directions employed in each element. However, the theoretical order of convergence is one unit lower than that experimentally observed, as can be noticed from the comparison of Table 3.3 and Corollary 3.9 in [47]; this fact is due to the best approximation estimate of [47, Theorem 3.7]. In Section 4 of [42], the results of Cessenat and Després have been used together with the duality technique of [154] to prove algebraic orders of convergence for the volume norm of the error $\left\|u-u_{h}\right\|_{L^{2}(\Omega)}$.

The UWVF is perhaps the wave-based method which has received the largest attention in the last years. As already mentioned, there exist generalizations to many different time-harmonic settings as the Maxwell ( $c f$. [18, 48, 121,122]), elasticity ( $c f .[123,138]$ ), displacement-based Helmholtz ( $c f$. [84]) and hyperbolic ( $c f .[85,86]$ ) equations. In [183], it has been applied to equations of reaction-diffusion type (e.g., Helmholtz equation with purely imaginary wavenumber), in this case the solutions and the basis functions have a
completely different nature with respect to the problems considered so far: they are not oscillating but contain steep boundary or internal layers.

Other papers studied several relevant computational aspects of the UWVF: the preconditioning and the choice of a linear solver in [124], the use of the perfectly matched layer (PML) in [119], the case of anisotropic media in [122], the comparison with other wave-based schemes (PUFEM and least squares) in $[86,87,117]$, the application to complicated ultrasound problems in [120]. In [153], the UWVF is used to couple Trefftz and polynomial trial spaces on different elements, this is a very promising direction to follow in order to apply the method to realistic problems.
An effective strategy to generalize the UWVF is to recast it as a discontinuous Galerkin (DG) method, this has been done in different ways; $c f .[42,84,85,96]$. This approach makes the derivation of the method simpler, allows to improve the scheme by choosing in a smart way some relevant discretization parameters (within the so-called numerical fluxes) and to study the convergence in a rigorous fashion with the help of the DG machinery already developed for polynomial schemes. The DG reformulation of the UWVF for the Helmholtz and the Maxwell cases and its convergence analysis will be the topic of Chapters 4 and 7 of this dissertation.

### 1.2.2. The discontinuous enrichment and the discontinuous Galerkin methods (DEM and DGM)

The discontinuous enrichment method was firstly introduced by C. Farhat, I. Harari and L. Franca in [79]. The basic idea is to enrich the polynomial FEM space with plane wave functions and impose weakly the interelement continuity via Lagrange multipliers. The degrees of freedom related to the enrichment field can be eliminated by static condensation in order to reduce the computational cost of the scheme.
In the subsequent paper [81] (see also [80]) the polynomial part of the trial space was dropped, thus the remaining basis is constituted by plane waves only. In this version, the DEM was renamed discontinuous Galerkin method (DGM). ${ }^{2}$
Higher order extensions of the DGM and more complicated numerical experiments are taken into account in [82]; finally [189] extends the scheme to three dimensional hexahedral elements. The mentioned papers compare the different versions of the DEM/DGM with standard polynomial methods of the same order, and show that the number of degrees of freedom per wavelength needed to obtain a certain accuracy is greatly reduced by the use of the former schemes. A stability and convergence analysis for the lower order elements is carried out in [6]; for the higher order elements, to our knowledge, it is not yet available.
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The extension of the DGM/DEM to elasticity problems has been considered in $[139,207]$ (Navier equation) and in [140] (Kirchhoff plates).

Here we briefly describe the formulation of the DGM following Section 2 of [81], in the simplified case of a cavity without a scatterer (i.e., in their notation, $\Omega=B, O=\varnothing, \alpha=\beta=0, k=\omega)$. We consider the BVP (1.1) with $\vartheta=-1$ (to be consistent with [81]) in a bounded domain $\Omega \subset \mathbb{R}^{2}$ partitioned in a finite element mesh $\mathcal{T}_{h}$. We define: the function spaces

$$
\mathcal{V}:=\prod_{K \in \mathcal{T}_{h}} H^{1}(K), \quad \mathcal{W}:=\prod_{K, K^{\prime} \in \mathcal{T}_{h}} H^{-1 / 2}\left(\partial K \cap \partial K^{\prime}\right)
$$

the bilinear form $a: \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{C}$

$$
a(w, v):=\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(\nabla w \cdot \nabla v-\omega^{2} u v\right) \mathrm{d} V-\int_{\partial \Omega} i \omega w v \mathrm{~d} S
$$

the bilinear form $b: \mathcal{W} \times \mathcal{V} \rightarrow \mathbb{C}$

$$
b(\mu, w):=\sum_{K, K^{\prime} \in \mathcal{T}_{h}} \int_{\partial K \cap \partial K^{\prime}} \mu\left(w_{\mid K^{\prime}}-w_{\mid K}\right) \mathrm{d} S
$$

and the linear form $r: \mathcal{V} \rightarrow \mathbb{C}$

$$
r(v):=\int_{\partial \Omega} g v \mathrm{~d} S
$$

Then problem (1.1) corresponds to the following variational formulation: find $(u, \lambda) \in \mathcal{V} \times \mathcal{W}$ such that

$$
\begin{cases}a(u, v)+b(\lambda, v)=r(v) & \forall v \in \mathcal{V} \\ b(\mu, u)=0 & \forall \mu \in \mathcal{W}\end{cases}
$$

This equation is then discretized by restricting it to finite dimensional spaces $\widetilde{\mathcal{V}} \subset \mathcal{V}$ and $\widetilde{\mathcal{W}} \subset \mathcal{W}$. In the DEM, $\widetilde{\mathcal{V}}$ is the direct sum of a polynomial and a plane wave space, in the DGM only the plane wave part is retained. The Lagrange multiplier space $\widetilde{\mathcal{W}}$ is composed by constant (on every edge) functions for the lowest order element and by oscillatory functions (plane wave traces) for the higher order methods. The degrees of freedom related to $\widetilde{\mathcal{V}}$ are then eliminated by static condensation.

### 1.2.3. The variational theory of complex rays (VTCR)

The evolution of the VTCR followed the direction opposite to the UWVF and the DEM: it was firstly developed by P. Ladevéze and coworkers for problems arising in computational mechanics and only later it was extended to the acoustic/Helmholtz case. The first appearance of the VTCR is in [129], where the vibrational response of a weakly damped elastic structure at medium frequencies is modeled with a novel variational formulation (see also the more detailed presentation given in [130]). In [175] this approach is extended to
three-dimensional plate assemblies, in [171] to shells of relatively small curvature (Koiter's linear theory), and in [131] different techniques to solve simultaneously the same equation for different frequencies are illustrated.

Here, following [172] (see also [181]), we show the formulation of the VTCR when applied to the Helmholtz equation. In order to simplify the presentation we use the same notation introduced in the previous sections for what concerns the domain partition. We consider a domain $\Omega \subset \mathbb{R}^{2}$ whose boundary is decomposed in two parts denoted $\Gamma_{D}$ and $\Gamma_{N}$ and we consider the problem with mixed (Dirichlet and Neumann) boundary conditions:

$$
\begin{cases}\Delta u+\omega^{2} u=0 & \text { in } \Omega \\ u=g_{D} & \text { on } \Gamma_{D} \\ \frac{i}{\omega} \frac{\partial u}{\partial \mathbf{n}}=g_{N} & \text { on } \Gamma_{N}\end{cases}
$$

The VTCR formulation (cf. [172, eq. (3)]) reads: find a Trefftz function $u$ such that

$$
\begin{aligned}
& \int_{\Gamma_{D}}\left(u-g_{D}\right) \overline{\frac{i}{\omega} \frac{\partial v}{\partial \mathbf{n}}} \mathrm{~d} S+\int_{\Gamma_{N}} v \overline{v\left(\frac{i}{\omega} \frac{\partial u}{\partial \mathbf{n}}-g_{N}\right)} \mathrm{d} S \\
& +\frac{1}{2} \sum_{K, K^{\prime} \in \mathcal{T}_{h}} \int_{\partial K \cap \partial K^{\prime}}\left(u_{\mid K}-u_{\mid K^{\prime}}\right) \overline{\frac{i}{\omega}\left(\frac{\partial v_{\mid K}}{\partial \mathbf{n}_{K}}-\frac{\partial v_{\mid K^{\prime}}}{\partial \mathbf{n}_{K^{\prime}}}\right)} \\
& \quad+\left(v_{\mid K}+v_{\mid K^{\prime}}\right) \overline{\frac{i}{\omega}\left(\frac{\partial u_{\mid K}}{\partial \mathbf{n}_{K}}+\frac{\partial u_{\mid K^{\prime}}}{\partial \mathbf{n}_{K^{\prime}}}\right)} \mathrm{d} S=0
\end{aligned}
$$

for every $v$ in a proper Trefftz test space.
The corresponding discretized problem is obtained by choosing a space of plane wave and/or "wave band" functions, i.e., Herglotz functions with piecewise constant kernel (cf. Section 2.4.1):

$$
u_{[a, b]}(\mathbf{x}):=\int_{a}^{b} e^{i \omega\left(x_{1} \cos \theta+x_{2} \sin \theta\right)} \mathrm{d} \theta \quad 0 \leq a<b \leq 2 \pi
$$

The linear system obtained with this method is not symmetric.

### 1.2.4. The partition of unity method (PUM or PUFEM)

The partition of unity finite element method is the main example of nonTrefftz wave-based method. Its introduction is due to the work of I. Babuška and J.M. Melenk in the series of papers $[16,142,144,146,147]$. Other work concerning the application of the PUM (and its variants) to Helmholtz and related acoustic problems are [12, $88,132,165,187,188]$.

The main feature of the PUM is a special construction of the trial and test spaces. If $\left\{\Omega_{j}\right\}$ is an open cover of the domain $\Omega,\left\{\varphi_{j}\right\}$ is a Lipschitz partition of unity subordinate to $\left\{\Omega_{j}\right\}$, and $\left\{V_{j}\right\}, V_{j} \subset H^{1}\left(\Omega_{j}\right)$, are a local discrete spaces, then the PUM space is defined as $V:=\left\{\sum_{j} \varphi_{j} v_{j}, v_{j} \in V_{j}\right\}$. This choice implies that the construction of a finite element mesh is not necessary for this
scheme: this is an advantage for many problems (e.g., when frequent remeshing is needed) but it might make numerical quadrature more challenging.

Unlike the methods described so far, the PUM is a conforming method and is based on the standard variational formulation of the underlying BVP, for instance, equation (1.2) for the Helmholtz BVP with impedance boundary conditions ( $c f$. [188]). The PUM space $V$ inherits the approximation properties of the local spaces $\left\{V_{j}\right\}$, and the formulation can provide the quasi-optimality of the scheme; the issues of the approximability of the solutions and of the continuity and regularity of the elements are dealt with separately by the $V_{j}$ 's and the $\varphi_{j}$ 's, respectively. Because of these reasons, the convergence analysis of the PUM is very well developed, see for instance [16].
The choice of the local spaces has a great importance. They are usually constructed with solutions of the underlying homogeneous PDE. In the Helmholtz case plane and circular/spherical waves (in [142]) and wave bands (in [188]) are used. The PUM framework and local best approximation for these functions guarantee (high order) $h$ and $p$ convergence of the scheme.

The comparison of the performances of the PUM and Trefftz methods, in particular concerning the conditioning of the problem, does not show a clear superiority of any of the two families; see the contrasting results of [81, Sect. 6.3] and [117]. The choice of a polynomial partition of unit (e.g., hat/pyramid functions) highlights the main difference between PUM and DEM: in the former polynomials and plane waves (or analogous functions) are multiplied with each other, in the latter they are summed. When a polynomial space is added to the PUM one, the method is referred to as generalized finite element method (GFEM) as in [187] and [12, Sect. 2.2.3].

### 1.2.5. Least squares methods

Several numerical schemes use Trefftz functions within a least squares framework. All these methods share, on one side, a great simplicity of implementation and, on the other, a very serious ill-conditioning of the linear system that has to be solved.
The prototype of these methods was described in [186] by M. Stojek. A two dimensional domain is partitioned using a mesh and a Trefftz space is defined on it using circular waves, multipoles (Fourier-Hankel functions), and basis functions adapted to parts of the domain containing circular holes or corners. The (weighted) sum of the interface jumps of the field and its normal derivative and the discrepancy with respect to the boundary conditions are minimized with a least squares procedure. The choice of the relative weights of the different terms within the least squares functional is perhaps the main issue in this setting.
The paper [154] studies the convergence of a similar method defined on a smooth domain. There the jumps of the complete gradient (opposed to the normal derivative only) are penalized. A special duality technique is used to prove that the volume $L^{2}$ error of the solution is controlled by the value of the least squares functional (cf. [154, Theorem 3.1]). From this, orders of convergence in $h$ and $p$ for plane and circular waves follow.

An important method in this family is the method of fundamental solutions (MFS); [78] gives a general introduction to these schemes for elliptic equations and [22] provides a detailed discussion of its theoretical and numerical aspects for the Helmholtz equation in interior and exterior domains. The solution of a BVP inside an analytic domain $\Omega \subset \mathbb{R}^{2}$ is approximated by a linear combination of fundamental solutions:

$$
u_{p}(\mathbf{x})=\sum_{\ell=1}^{p} \alpha_{\ell} H_{0}^{(1)}\left(\omega\left|\mathbf{x}-\mathbf{y}_{\ell}\right|\right)
$$

where $H_{0}^{(1)}$ is a Hankel function of the first kind and order zero and the singularities $\mathbf{y}_{\ell}$ are located on a special smooth curve outside $\Omega$. The choice of this curve is one of the main issues of the scheme and requires the use of complex analysis techniques. The discrete solution is obtained as a least squares minimization on the boundary conditions. We may interpret the MFS as a discretization of a single layer potential representation, indeed it shares several features with BEM.
The paper [23] presents a scheme that merges properties of those of [186] and [22]. The problem of the scattering by a polygon is discretized by using corner and fundamental solutions (instead of the multipoles used in [186]) in a very small number of subdomains, thus giving exponential convergence rates. The relation between the accuracy of the computed solution and the conditioning of the least squares system employed is analyzed in detail in [23, Sect. 7]. A drawback of this scheme is that its use is restricted to sound soft or sound hard problems posed on polygons: extensions to impedance boundary conditions and curved or three-dimensional scatterers are not covered.

### 1.3. General outline of the dissertation

In the present dissertation we study a family of Trefftz-discontinuous Galerkin (TDG) methods for the Helmholtz and the Maxwell equations. Their formulations and the corresponding convergence analysis are presented in Chapters 4 and 7. In order to prove convergence bounds, new approximation estimates for plane and circular/spherical waves need to be proved: this is not an easy task and Chapters 2, 3 and 6 are devoted to this purpose. Moreover, in the Maxwell case, new stability and regularity results are necessary; we prove them in Chapter 5.

## Part I: The Helmholtz equation

Chapter 2 We introduce the two Vekua operators for the Helmholtz equation, denoted $V_{1}$ and $V_{2}$. We show that they are inverse to each other and they map harmonic functions defined in a star-shaped, bounded domain $D \subset \mathbb{R}^{N}$ into solutions of the homogeneous Helmholtz equation in the same domain, and vice versa. We prove that they are continuous in Sobolev norms; in particular we study the dependence of the continuity bounds on the wavenumber of the underlying Helmholtz equation and on the diameter of $D$. Finally, we define
the generalized harmonic polynomials as the image under $V_{1}$ of the harmonic polynomials: it turns out that they are circular and spherical waves.

Chapter 3 In this chapter we prove approximation estimates for HelmholtzTrefftz spaces. We begin by proving error bounds for the approximation of harmonic functions by harmonic polynomials: the $h$-estimates are simple consequences of the Bramble-Hilbert theorem, while the $p$-estimates require more work. With the use of the Vekua operators these bounds are translated into similar ones for the approximation of Helmholtz solutions by generalized harmonic polynomials. Then, these special functions are approximated by plane waves by truncating and inverting the Jacobi-Anger expansion. This gives in turn the approximation of general homogeneous Helmholtz solutions by plane waves. All these estimates are proved in Sobolev norms and the dependence of the bounding constant on the wavenumber is always made explicit.

Chapter 4 We introduce a family of TDG methods for the discretization of homogeneous Helmholtz BVPs with impedance boundary condition. The standard UWVF is included as a special case. We prove the quasi-optimality of the method in a mesh-dependent norm and in $L^{2}$-norm via a duality argument. The results of the previous chapter provide error bounds with algebraic rates in $h$ and $p$ for spaces of plane and circular/spherical waves. Finally, we show some simple numerical results in order to validate the method.

## Part II: The Maxwell equations

Chapter 5 We consider a (non-homogeneous, time-harmonic) Maxwell impedance boundary value problem, posed in a bounded star-shaped Lipschitz polyhedron. With the use of a new vector Rellich-type identity, we prove wavenumber-independent stability bounds for the $H(\operatorname{curl} ; \Omega)$-norm of the solution. Then we show a regularity result in $H^{1 / 2+s}(\operatorname{curl} ; \Omega)$, for some $0<s<$ $1 / 2$, for the same problem.

Chapter 6 Here we consider the approximation of general Maxwell fields by divergence-free vector plane and spherical waves. Some estimates are quite easy to prove by approximating the curl of the field as a vector Helmholtz solution and then applying the curl operator. Unfortunately this bounds are not sharp: by resorting to Vekua theory we can find better $h$-estimates for vector spherical waves. This procedure requires some work with vector spherical harmonics. In Section 6.4 we show how this approach can be extended to the elastic wave equation.

Chapter 7 We introduce a family of TDG methods for the homogeneous version of the Maxwell BVP previously considered. Following the lines of the scalar case, we derive the formulation of the method and prove its quasioptimality for a mesh-skeleton energy norm. The duality argument requires the regularity result proved in Chapter 5 and delivers a bound in a (mesh
independent) norm that is slightly weaker than $L^{2}(\Omega)$. Orders of convergence are proved for plane and spherical wave trial spaces.

Appendices In the Appendix A we report some well-known vector calculus identities and in the Appendix B we define and briefly describe several special functions. In particular we deal with factorial, double factorial, gamma function, Bessel functions (and corresponding spherical and hyperspherical variations), Legendre polynomials and functions, scalar and vector spherical harmonics.

Most of the presented results are also available in the following papers and reports: [151] for Chapter 2; [150] for Chapter 3; [108] for Chapter 4; [109] for Chapter 5; [107] for Section 6.2.1 and Chapter 7; [149] for Section 6.4. However, in this thesis we have added many additional comments, some results are more general or slightly sharper and some proofs have been improved. In particular, the proof of the stability results in Section 5.4 is quite different and much less involved than the corresponding one in [109], Corollary 5.5.2 corrects a mistake that was present in the proof of Lemma 4.1 of [109], and the presentation of the TDG method for the Helmholtz equation in Chapter 4 is more general than that of [108].

### 1.4. Open problems and future work

There are a lot of possible extensions, generalizations, improvements, and "sharpenings" of most of the results and the methods of the present dissertation which are, in our opinion, worth to be investigated. Here we list the most relevant ones.

Plane wave directions adaptivity. Most of the available plane wave-based methods use basis functions with a large number of propagation directions that are chosen in an arbitrary way: usually they are (approximately) equispaced. It is clear, however, that in many concrete problems a few directions only might be enough to approximate accurately the solution. For example, in a scattering problem only the directions propagating away from the scatterer(s) contribute to the radiating field, while the ones propagating in the opposite direction are irrelevant. The presence of too many basis functions increases critically the size and the condition number of the linear system to be solved, so it is vitally important to be able to select the relevant directions.

The challenge consists in finding the significant directions efficiently; this might be done with a "refine and coarsen" adaptive algorithm based on local (thus parallelizable) non-linear optimization procedure. This can be a major advance for plane wave methods. Indeed, many papers in the field, see for instance $[84,119,121,122,189]$, highlight the self-adaptive choice of the plane wave propagation directions as one of the important needs of these methods. The analysis of these adaptive schemes is a completely open issue. Their robustness, condition and sensitivity also require extensive study and the un-
derstanding of these aspects is fundamental for the method's efficient implementation. A few possible approaches to plane wave directions adaptivity and several problems arising from it are described in [33].

Non-constant coefficients. The methods we consider in this thesis involve PDEs with piecewise constant material parameters (local wavenumber $\omega$, refractive index $n$, density $\rho$, electric permittivity $\epsilon$, magnetic permeability $\mu$ ). In many practical applications those coefficients vary smoothly inside the domain, and the discretization of these problems requires modifications of the methods. In particular, for general coefficients, Trefftz methods are no longer feasible. The UWVF, in its original form of [47], requires constant parameters; however, it might be possible to generalize its reformulation as a DG method to non-constant coefficients. This would change many of its features: the plane wave basis functions have to be multiplied by polynomials (or other functions) so they do not remain Trefftz functions and new volume terms appear in the formulation. In addition special numerical quadrature for highly oscillatory integrands have to be employed. The DG formulation of the method, the analysis of its well-posedness and a priori error estimates, the approximation estimates for modulated (plane, circular of spherical) waves are open problems in this field. A possible further extension may be to consider anisotropic parameters.
A related problem is given by non-homogeneous PDEs, i.e., equations with a non-zero source term in the domain. Low order $h$-convergence for the PWDG method has been studied in [96], while $p$-convergence and high orders in $h$ are not possible via Trefftz methods. It appears that the use of modulated waves will be advantageous in this case.

## Chapter 2.

- In Theorem 2.3.1, the dependence on the wavenumber of the continuity constants of the operator $V_{2}$ is explicit only in the two and threedimensional cases. In order to extend this to higher $N$, the only steps in the proof that need modifications are the interior estimates for Helmholtz solutions proved in Lemma 2.3.12; see also Remark 2.3.14. An improvement of this stage could also establish the ( $\omega$-explicit) continuity of $V_{2}$ in the $L^{2}$-norm for $N=2$ and 3 .
- The original Vekua theory of [194] holds for any linear elliptic equation with analytic coefficients in two real variables. The Helmholtz case is a special one because it allows a fully explicit definition of the two operators, and extensions to any dimension. Nevertheless, it could be extremely interesting to see which of the results presented here carry over to more general PDEs, e.g., Helmholtz with varying wavenumber or elliptic equations in divergence form (i.e., $\left.\nabla \cdot(\mathbf{A} \nabla u)+\omega^{2} u=0\right)$.
- In [54], the Vekua operators for exterior unbounded domains were defined. The study of their continuity is completely open.
- In order to deal with BVPs whose solutions are singular, it might be important to study the continuity of the Vekua operators (and the approximation results) in Sobolev norms with non-integer differentiability indices (see Remark 2.3.15). A related generalization concerns the study of the continuity of the operators defined on "wedge domains" with respect to Sobolev norms weighted with powers of the distance from the origin. This can help in the study of the approximation of corner singularities.


## Chapter 3.

- One of the main steps in the approximation theory developed here is the approximation of general harmonic functions by harmonic polynomials. While the two-dimensional case is completely settled thanks to a careful use of complex analysis techniques (cf. [142, 144]), the threedimensional case returns orders of convergence that depend in unknown way on the shape of the considered finite element. This gap in the theory is reflected by the presence of the parameter $\lambda_{D}$ (defined in Theorem 3.2.12) in all the convergence estimates for the wave-based FEM. This dependence propagates to the approximation by plane waves and the convergence bounds of the TDG method. A precise lower estimate for this parameter (at least for simple domains, e.g., tetrahedra, cubes or convex polyhedra) is fundamental in order to obtain sharp approximation results. In Remark 3.2.13 we discuss three possible ways of tackling this issue: the approximation theory for elliptic operators developed by T. Bagby, L. Bos and N. Levenberg in [19-21], the Lh-theory of V. Zahariuta $[179,206]$ and the boundary integral representations of the harmonic functions.
- The stable bases for plane wave spaces introduced in Section 3.4.1 might be a useful tool in order to develop a more stable FEM code. On the other hand, it is not clear how to implement them effectively.
- Lemma 3.4.8 could be extended to higher dimensions by using the $N$ dimensional addition formula and Jacobi-Anger expansion.


## Chapter 4.

- The duality argument of Lemma 4.3.7 requires a quasi-uniform (and shape-regular) mesh; it might be interesting to weaken this assumption in the context of an $h p$-method, see Remark 4.4.12. The convexity assumption on the domain could be relaxed as well; see Remark 4.3.9.
- The error bound in $H^{1}$-norm obtained in Section 4.5 is not fully satisfactory, since it makes use of a projection on a polynomial space.
- If in the Helmholtz equation (1.1) the wavenumber $\omega$ is purely imaginary, a simple reaction-diffusion model is obtained. This is an elliptic PDE with completely different properties, but Trefftz methods are viable
and effective for it, as demonstrated in [183]; in particular the TrefftzDG method provides great flexibility that allows its application to many different settings. An example is the resolution of skin layers in eddy current problems, a topic of great interest for applications (e.g., the simulations of power transformers). Many questions concerning this topic are completely open and provide interesting challenges, for example: the a-priori theoretical study of different methods, the approximation properties (the approach developed in Chapter 3 applies with minor changes to the simplest reaction-diffusion equation only, see Remark 3.5.9), and the efficient implementation of the method. Other interesting aspects are the use of adaptivity, the construction of domain-adapted basis functions ("corner functions") in the spirit of the MFS of [23], the treatment of "bad" meshes and domains with special features like cracks and discontinuous coefficients.

Chapter 5. A key step in the analysis of the considered FE methods is the proof of stability and regularity estimates for the solutions of the corresponding (adjoint) boundary value problem. Furthermore, to be useful, these bounds must show explicitly the dependence on the wavenumber. For the Helmholtz equation all the results are based on Rellich or Morawetz-type identities (some special pointwise equalities related to the variational form of the problem); see for instance $[52,53,66,104,142]$. In the Maxwell case, the only available results are the ones in Chapter 5 for star-shaped domains and in [101] for unbounded dielectric materials. In the recent work [182], the additional power of Morawetz-type identities has been realised and it has been used to prove the coercivity of a new boundary integral operator (BIO) called the "starcombined operator" for acoustic scattering.

This technique might be combined with the novel vector Rellich-type identity developed in Section 5.3 to obtain a coercive BIO that can be discretized to solve Maxwell scattering problems with star-shaped scatterers. This problem is closely related to many other interesting open questions concerning the scattering of electromagnetic waves: for instance, the stability of the BVP for bounded domains containing an inclusion or a scatterer (like the one proved in [104] for the acoustic case) and the continuity of the Dirichlet-to-Neumann map. A new stability result for electromagnetic BIOs will certainly be regarded as a major achievement in the analysis of boundary element methods.

The vector Rellich-type identity of Section 5.3 might be generalized to the following settings (see Remark 5.5.9 for more details):

- non star-shaped domains (see Remark 5.3.5);
- domains containing inclusions (see Remark 5.4.8);
- unbounded scatterers as rough surfaces;
- inhomogeneous and complex material parameters $\epsilon$ and $\mu$;
- boundary integral operators;
- linear elasticity problems;
- Rellich-type identities for differential forms.


## Chapter 6.

- Remark 6.3.5 explains a possible approach to extend the sharp $h$-estimates for Maxwell spherical waves to the analogous plane waves. The key tool is a special vector Jacobi-Anger expansion. However it is not entirely clear how to prove a precise error bound.
- Sharp $p$-estimates for Maxwell plane or spherical waves seem to be very hard to obtain; see Remarks 6.2.2 and 6.3.3.
- Approximation estimates for elastic spherical waves could be considered in the context of the Navier equation; see Section 6.4.
- The behaviour of the approximation bound in Theorem 6.4.3 deserves to be further investigated in the case of almost incompressible materials ( $\lambda$ very large).


## Part I.

## The Helmholtz equation

## 2. Vekua's theory for the Helmholtz operator

### 2.1. Introduction and motivation

Vekua's theory ${ }^{1}$ is a tool for linking properties of harmonic functions (solutions of the Laplace equation $\Delta u=0$ ) to solutions of general second-order elliptic PDEs $\mathcal{L} u=0$ : the so-called Vekua operators (inverses of each other) map harmonic functions to solutions of $\mathcal{L} u=0$ and vice versa. It is described extensively in the book [194], a concise presentation is provided by [102].
The original formulation targets elliptic PDEs with analytic coefficients in two space dimensions. Some generalizations to higher space dimensions have been attempted, see $[56-58,93,112,113]$ and the references therein, but the Vekua operators in these general cases are not completely explicit. Moreover, a function and its image under the mapping are often defined in different domains, for instance, solutions of equations in three real space dimensions are mapped to analytic functions in two complex variables (cf. [57, Theorem 2.2]). A very interesting extension of Vekua's theory, introduced in [54], is concerned with the definition of operators for exterior (unbounded) domains.
Here, the PDE we are interested in is the homogeneous Helmholtz equation $\mathcal{L} u:=\Delta u+\omega^{2} u=0$ with constant wavenumber $\omega$. In this particular case, simple explicit integral operators have been defined in the original work of Vekua for any space dimension $N \geq 2$ (see [192,193], [194, p. 59], and Fig. 2.1), but no proofs of their properties are provided and, to the best of our knowledge, these results have been used later only in very few cases [54,126].
S. Bergman, in [27] and in some related papers, developed several integral operators that represent solutions of elliptic PDEs in terms of analytic functions. As described in [178], Bergman's operators are equivalent to Vekua's. The former are easier to use in order to construct special solutions of general elliptic equations, since they are defined starting from the equation coefficients; the latter allow a better theoretical analysis. However, Vekua's operators are completely explicit in the Helmholtz case, so his approach seems to be the most appropriate for this equation.
Vekua's theory has been used in numerical analysis to prove best approximation estimates for special function spaces in the two Ph.D. theses [31,142]. Since we are interested in bounds in Sobolev norms, we will follow the approach of Chapter IV of [142] to prove the continuity of Vekua's operators in those norms.
We proceed as follows: in Section 2.2, we will start by defining the Vekua operators for the Helmholtz equation with $N \geq 2$ and prove their basic prop-

[^2]3. Notice that formula (13.9) may be generalized to the case of a space of any number of dimensions. In fact, the formula
$$
u\left(x_{1}, \ldots, x_{n}\right)=u_{0}\left(x_{1}, \ldots, x_{n}\right)
$$
\[

$$
\begin{equation*}
-\int_{0}^{1} u_{0}\left(x_{1} t, \ldots, x_{n} t\right) t^{\frac{1}{2}(n-2)} \frac{\partial}{\partial t} J_{0}(\lambda r \sqrt{1-t}) \mathrm{d} t \tag{13.14}
\end{equation*}
$$

\]

The formula (13.14) also can be inverted, in fact,

$$
\begin{align*}
& u_{0}\left(x_{1}, \ldots, x_{n}\right)=u\left(x_{1}, \ldots, x_{n}\right) \\
&  \tag{13.17}\\
& \quad+\frac{1}{2} \lambda r \int_{0}^{1} u\left(x_{1} t, \ldots, x_{n} t\right) t^{\frac{1}{2}(n-2)} I_{1}(\lambda r \sqrt{t(1-t)}) \frac{\mathrm{d} t}{\sqrt{t(1-t)}} .
\end{align*}
$$

Figure 2.1.: Two paragraphs of Vekua's book [194] addressing the theory for the Helmholtz equation.
erties, namely, that they are inverse to each other and map harmonic functions to solutions of the homogeneous Helmholtz equation and vice versa (see Theorem 2.2.5). Next, in Section 2.3, we establish their continuity properties in (weighted) Sobolev norms, like in [142], but with continuity constants explicit in the domain shape parameter, in the Sobolev regularity exponent and in the product of the wavenumber times the diameter of the domain (see Theorem 2.3.1). The main difficulty in proving these continuity estimates consists in establishing precise interior estimates. Finally, in Section 2.4, we introduce the generalized harmonic polynomials, which are the images through the Vekua operator of the harmonic polynomials, and derive their explicit expression. They correspond to circular and spherical waves in two and three dimensions, respectively. The results developed here will be the main ingredients in the proof of best approximation estimates by circular, spherical and plane waves developed in Chapter 3.
All these proofs are self-contained. Theorem 2.2 .5 was already stated in [194], without proof; many ideas come from the work of J.M. Melenk (see $[142,144])$. Almost all the results of this chapter are described in [151].

## 2.2. $N$-dimensional Vekua's theory for the Helmholtz operator

Throughout this chapter we will make the following assumption on the considered domain.

Assumption 2.2.1. The domain $D \subset \mathbb{R}^{N}, N \geq 2$, is an open bounded set such that

- $\partial D$ is Lipschitz,
- $D$ is star-shaped with respect to the origin,
- there exists $\rho \in(0,1 / 2]$ such that $B_{\rho h} \subseteq D$, where $h:=\operatorname{diam} D$.

Not all these assumptions are necessary in order to establish the results of this section (see Remark 2.2.7 below).
Remark 2.2.2. If $D$ is a domain as in Assumption 2.2.1, then

$$
B_{\rho h} \subseteq D \subseteq B_{(1-\rho) h} .
$$

The maximum $1 / 2$ for the parameter $\rho$ is achieved when the domain is a sphere: $D=B_{\frac{h}{2}}$.
We can compute the value of $\rho$ for some special simple domains centered in the origin. In two dimensions, if $D$ is a square $\rho=1 / 2 \sqrt{2}$, if it is an equilateral triangle $\rho=1 / 2 \sqrt{3}$, if it is a regular polygon with $2 n$ vertices $\rho=\cos (\pi / 2 n) / 2$. In three dimensions, if $D$ is a cube $\rho=1 / 2 \sqrt{3}$, if it is a regular tetrahedron $\rho=1 / 2 \sqrt{6}$. In any dimension $N$, if $D$ is a $N$-dimensional interval product

$$
D=\prod_{j=1}^{N}\left(-a_{j}, a_{j}\right) \quad a_{j}>0 \quad \text { then } \quad \rho=\frac{\min _{j} a_{j}}{2 \sqrt{\sum_{j} a_{j}^{2}}} .
$$

Figure 2.2.: A domain $D$ that satisfies Assumption 2.2.1.


Definition 2.2.3. Given a positive number $\omega$, we define two continuous functions $M_{1}, M_{2}: D \times[0,1) \rightarrow \mathbb{R}$ as follows

$$
\begin{align*}
& M_{1}(\mathbf{x}, t):=-\frac{\omega|\mathbf{x}|}{2} \frac{\sqrt{t}^{N-2}}{\sqrt{1-t}^{1-t}(\omega|\mathbf{x}| \sqrt{1-t})}  \tag{2.1}\\
& M_{2}(\mathbf{x}, t):=-\frac{i \omega|\mathbf{x}|}{2} \frac{\sqrt{t}^{N-3}}{\sqrt{1-t}} J_{1}(i \omega|\mathbf{x}| \sqrt{t(1-t)})
\end{align*}
$$

where $J_{1}$ is the 1-st order Bessel function of the first kind, see Appendix B.2.
Using the expression (B.11), we can write

$$
M_{1}(\mathbf{x}, t)=-t^{\frac{N}{2}-1} \sum_{k \geq 0} \frac{(-1)^{k}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 k+2}(1-t)^{k}}{k!(k+1)!},
$$

2. Vekua's theory for the Helmholtz operator

$$
M_{2}(\mathbf{x}, t)=\sum_{k \geq 0} \frac{\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 k+2}(1-t)^{k} t^{k+\frac{N}{2}-1}}{k!(k+1)!} .
$$

Note that $M_{1}$ and $M_{2}$ are radially symmetric in $\mathbf{x}$ and belong to $C^{\infty}(D \times(0,1])$. If $N$ is even, both series converge everywhere, so $M_{1}$ and $M_{2}$ have a $C^{\infty}{ }_{-}$ extension to $\mathbb{R}^{N} \times \mathbb{R}$.

Definition 2.2.4. We define the Vekua operator $V_{1}: C(D) \rightarrow C(D)$ and the inverse Vekua operator $V_{2}: C(D) \rightarrow C(D)$ for the Helmholtz equation according to

$$
\begin{equation*}
V_{j}[\phi](\mathbf{x})=\phi(\mathbf{x})+\int_{0}^{1} M_{j}(\mathbf{x}, t) \phi(t \mathbf{x}) \mathrm{d} t \quad \forall \mathbf{x} \in D, j=1,2, \tag{2.2}
\end{equation*}
$$

where $C(D)$ is the space of the complex-valued continuous functions on $D$. $V_{1}[\phi]$ is called the Vekua transform of $\phi$.

Notice that $t \mapsto M_{j}(\mathbf{x}, t) \phi(t \mathbf{x}), j=1,2$, belong to $L^{1}([0,1])$ for every $\mathbf{x} \in D$; consequently, $V_{1}$ and $V_{2}$ are well defined. The operators $V_{1}$ and $V_{2}$ can also be defined with the same formulas from the space of essentially bounded functions $L^{\infty}(D)$ to itself, or from $L^{p}(D)$ to itself when $p>(2 N-2) /(N-2)$ and $N>2$. This can be verified using $M_{\xi}(\mathbf{x}, t)=O\left(t^{\frac{N}{2}-1}\right)_{t \rightarrow 0}$ for $\xi=1,2$.
In the following theorem, we summarize general results about the Vekua operators, while their continuity will be proved in Theorem 2.3 .1 below.

Theorem 2.2.5. Let $D$ be a domain as in Assumption 2.2.1; the Vekua operators satisfy:
(i) $V_{2}$ is the inverse of $V_{1}$ :

$$
\begin{equation*}
V_{1}\left[V_{2}[\phi]\right]=V_{2}\left[V_{1}[\phi]\right]=\phi \quad \forall \phi \in C(D) . \tag{2.3}
\end{equation*}
$$

(ii) If $\phi$ is harmonic in $D$, i.e., solution of the Laplace equation $\Delta \phi=0$, then

$$
\Delta V_{1}[\phi]+\omega^{2} V_{1}[\phi]=0 \quad \text { in } D .
$$

(iii) If $u$ is a solution of the homogeneous Helmholtz equation with wavenumber $\omega>0$ in $D$, i.e., $\Delta u+\omega^{2} u=0$, then

$$
\Delta V_{2}[u]=0 \quad \text { in } D .
$$

Theorem 2.2.5 states that the operators $V_{1}$ and $V_{2}$ are inverse to each other and map harmonic functions to solutions of the homogeneous Helmholtz equation and vice versa.
The results of this theorem were stated in [194, Chapter 1, § 13.2-3]. In two space dimensions, the operator $V_{1}$ followed from the general Vekua theory for elliptic PDEs; this implies that $V_{1}$ is a bijection between the space of complex harmonic function and the space of solutions of the homogeneous Helmholtz
equation. ${ }^{2}$ The fact that the inverse of $V_{1}$ can be written as the operator $V_{2}$ (part (i) of Theorem 2.2.5) was stated in [193], and the proof was skipped as an "easy calculation", after reducing the problem to a one-dimensional Volterra integral equation. Here, we give a completely self-contained and general proof of Theorem 2.2.5 merely using elementary calculus.
As in Theorem 2.2.5, in this chapter we will usually denote the solutions of the homogeneous Helmholtz equation with the letter $u$, and harmonic functions, as well as generic functions defined on $D$, with the letter $\phi$.
Remark 2.2.6. Theorem 2.2 .5 holds with the same proof also for every $\omega \in \mathbb{C}$, i.e., for the Helmholtz equation in lossy materials.

Remark 2.2.7. Theorem 2.2.5 holds also for an unbounded or irregular domain: the only necessary hypotheses are that $D$ has to be open and star-shaped with respect to the origin. Indeed the proof only relies on the local properties of the functions on the segment $[\mathbf{0}, \mathbf{x}]$. For the same reason, singularities of $\phi$ and $u$ on the boundary of $D$ do not affect the results of the theorem.

Theorem 2.2.5 can be proved by using elementary mathematical analysis results. We proceed by proving the parts (i) and (ii)-(iii) separately.

Proof of Theorem 2.2.5, part (i). We define a function

$$
\begin{aligned}
g & :[0, \infty) \times[0, \infty) \rightarrow \mathbb{R}, \\
g(r, t) & :=\frac{\omega \sqrt{r} t}{2 \sqrt{r-t}} J_{1}(\omega \sqrt{r} \sqrt{r-t}) .
\end{aligned}
$$

Note that if $r<t$ the argument of the Bessel function $J_{1}$ is imaginary on the standard branch cut but the function $g$ is always real-valued.

Using the change of variable $s=t|\mathbf{x}|$, for every $\phi \in C(D)$ and for every $\mathrm{x} \in D$, we can compute

$$
\begin{aligned}
& V_{1}[\phi](\mathbf{x})=\phi(\mathbf{x})+\int_{0}^{|\mathbf{x}|} M_{1}\left(\mathbf{x}, \frac{s}{|\mathbf{x}|}\right) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \frac{1}{|\mathbf{x}|} \mathrm{d} s \\
& =\phi(\mathbf{x})-\int_{0}^{|\mathbf{x}|} \frac{\omega|\mathbf{x}|}{2} \sqrt{\frac{s}{|x|}}^{|\mathbf{x}|} \frac{\sqrt{|\mathbf{x}|}}{\sqrt{|\mathbf{x}|-s}} \frac{1}{|\mathbf{x}|} J_{1}(\omega \sqrt{|\mathbf{x}|} \sqrt{|\mathbf{x}|-s}) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} s \\
& =\phi(\mathbf{x})-\int_{0}^{|\mathbf{x}|} \frac{s^{\frac{N-4}{2}}}{|\mathbf{x}|^{\frac{N-2}{2}}} g(|\mathbf{x}|, s) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} s, \\
& V_{2}[\phi](\mathbf{x})=\phi(\mathbf{x})+\int_{0}^{|\mathbf{x}|} M_{2}\left(\mathbf{x}, \frac{s}{|\mathbf{x}|}\right) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \frac{1}{|\mathbf{x}|} \mathrm{d} s \\
& =\phi(\mathbf{x})-\int_{0}^{|\mathbf{x}|} \frac{i \omega|\mathbf{x}|}{2} \sqrt{\frac{s}{|\mathbf{x}|}} \frac{\sqrt{|\mathbf{x}|}}{\sqrt{|\mathbf{x}|-s}} \frac{1}{|\mathbf{x}|} J_{1}(i \omega \sqrt{s} \sqrt{|\mathbf{x}|-s}) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} s \\
& =\phi(\mathbf{x})+\int_{0}^{|\mathbf{x}|} \frac{\frac{s}{}_{\frac{N-4}{2}}^{|\mathbf{x}|^{\frac{N-2}{2}}} g(s,|\mathbf{x}|) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} s}{} .
\end{aligned}
$$

[^3]because $s \leq|\mathbf{x}|$ and we have fixed the sign $\sqrt{s-|\mathbf{x}|}=i \sqrt{|\mathbf{x}|-s}$. Note that in the expressions for the two operators the arguments of the functions $g$ are swapped. Now we apply the first operator after the second one, switch the order of the integration in the resulting double integral and get
\[

$$
\begin{aligned}
& V_{1}\left[V_{2}[\phi]\right](\mathbf{x})=\left[\phi(\mathbf{x})+\int_{0}^{|\mathbf{x}|} \frac{s^{\frac{N-4}{2}}}{|\mathbf{x}|^{\frac{N-2}{2}}} g(s,|\mathbf{x}|) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} s\right] \\
& \quad-\int_{0}^{|\mathbf{x}|} \frac{s^{\frac{N-4}{2}}}{|\mathbf{x}|^{\frac{N-2}{2}}} g(|\mathbf{x}|, s)\left[\phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right)+\int_{0}^{s} \frac{z^{\frac{N-4}{2}}}{s^{\frac{N-2}{2}}} g(z, s) \phi\left(z \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} z\right] \mathrm{d} s \\
& =\phi(\mathbf{x})+\int_{0}^{|\mathbf{x}|} \frac{s^{\frac{N-4}{2}}}{|\mathbf{x}|^{\frac{N-2}{2}}}(g(s,|\mathbf{x}|)-g(|\mathbf{x}|, s)) \phi\left(s \frac{\mathbf{x}}{|\mathbf{x}|}\right) \mathrm{d} s \\
& \quad-\int_{0}^{|\mathbf{x}|} \frac{z^{\frac{N-4}{2}}}{|\mathbf{x}|^{\frac{N-2}{2}}} \phi\left(z \frac{\mathbf{x}}{|\mathbf{x}|}\right) \int_{z}^{|\mathbf{x}|} \frac{1}{s} g(z, s) g(|\mathbf{x}|, s) \mathrm{d} s \mathrm{~d} z
\end{aligned}
$$
\]

The exchange of the order of integration is possible because $\phi$ is continuous and, in the domain of integration, $\left|s^{-1} z^{-1} g(|\mathbf{x}|, s) g(z, s)\right| \leq \frac{\omega^{4}}{16} s|\mathbf{x}| e^{\omega|\mathbf{x}|}$ thanks to (B.14), so Fubini's theorem can be applied.

Notice that $V_{1}\left[V_{2}[\phi]\right]=V_{2}\left[V_{1}[\phi]\right]$, so we only have to show that $V_{2}$ is a right inverse of $V_{1}$. In order to prove that $V_{1}\left[V_{2}[\phi]\right]=\phi$ it is enough to show that

$$
\begin{equation*}
g(t, r)-g(r, t)=\int_{t}^{r} \frac{g(t, s) g(r, s)}{s} \mathrm{~d} s \quad \forall r \geq t \geq 0 \tag{2.4}
\end{equation*}
$$

so that all the integrals in the previous expression vanish, and we are done. Using (B.11), we expand $g$ in power series (recall that, for $k \geq 0$ integer, $\Gamma(k+1)=k!):$

$$
\begin{equation*}
g(r, t)=\frac{\omega^{2} r t}{4} \sum_{l \geq 0} \frac{(-1)^{l} \omega^{2 l} r^{l}(r-t)^{l}}{2^{2 l} l!(l+1)!} \tag{2.5}
\end{equation*}
$$

from which we get

$$
\begin{equation*}
g(t, r)-g(r, t)=\frac{\omega^{2} r t}{4} \sum_{l \geq 0} \frac{(-1)^{l} \omega^{2 l}(r-t)^{l}\left((-t)^{l}-r^{l}\right)}{2^{2 l} l!(l+1)!} . \tag{2.6}
\end{equation*}
$$

We compute the following integral using the change of variables $z=\frac{s-t}{r-t}$ and the expression of the beta integral (B.6)

$$
\begin{gather*}
\int_{t}^{r} s(r-s)^{j}(t-s)^{k} \mathrm{~d} s=(-1)^{k}(r-t)^{j+k+1} \int_{0}^{1}(1-z)^{j} z^{k}(z r+(1-z) t) \mathrm{d} z \\
=(-1)^{k}(r-t)^{j+k+1} \frac{j!k!}{(j+k+2)!}(r(k+1)+t(j+1)) \tag{2.7}
\end{gather*}
$$

Thus, expanding the product of $g(t, s) g(r, s)$ in a double power series, integrating term by term and using the previous identity give

$$
\int_{t}^{r} \frac{g(t, s) g(r, s)}{s} \mathrm{~d} s
$$

$$
\begin{aligned}
& \stackrel{(2.5)}{=} \frac{\omega^{2} r t}{4} \sum_{j, k \geq 0} \frac{(-1)^{j+k} \omega^{2(j+k+1)} r^{j} t^{k}}{2^{2(j+k+1)} j^{r}(j+1)!k!(k+1)!} \int_{t}^{r} \frac{s^{2}(r-s)^{j}(t-s)^{k}}{s} \mathrm{~d} s \\
& \stackrel{(2.7)}{=} \frac{\omega^{2} r t}{4} \sum_{j, k \geq 0} \frac{(-1)^{j} \omega^{2(j+k+1)} r^{j} t^{k}(r-t)^{j+k+1}}{2^{2(j+k+1)}(j+1)!(k+1)!(j+k+2)!}(r(k+1)+t(j+1)) \\
& (l=j+k+1) \\
& =\frac{\omega^{2} r t}{4} \sum_{l \geq 1} \frac{\omega^{2 l}(r-t)^{l}}{2^{2 l}(l+1)!} \frac{1}{l!} \sum_{j=0}^{l-1} l!\frac{(-1)^{j} r^{j} t^{l-j-1}}{(j+1)!(l-j)!}(r(l-j)+t(j+1)) \\
& =\frac{\omega^{2} r t}{4} \sum_{l \geq 1} \frac{\omega^{2 l}(r-t)^{l}}{2^{2 l}(l+1)!l!} \sum_{j=0}^{l-1}\left[-\binom{l}{j+1}(-r)^{j+1} t^{l-j-1}+\binom{l}{j}(-r)^{j} t^{l-j}\right] \\
& =\frac{\omega^{2} r t}{4} \sum_{l \geq 1} \frac{\omega^{2 l}(r-t)^{l}}{2^{2 l}(l+1)!l!}\left[-(t-r)^{l}+t^{l}+(t-r)^{l}-(-r)^{l}\right] \\
& \stackrel{(2.6)}{=} g(t, r)-g(r, t),
\end{aligned}
$$

thanks to the binomial theorem and (2.6), where the term corresponding to $l=0$ is zero. This proves (2.4), and the proof is complete.

Proof of Theorem 2.2.5, parts (ii)-(iii). If $\phi$ is a harmonic function, then $\phi \in$ $C^{\infty}(D)$, thanks to the regularity theorem for harmonic functions (see, e.g., [77, Theorem 3, Section 6.3.1] or [92, Corollary 8.11]). We prove that ( $\Delta+$ $\left.\omega^{2}\right) V_{1}[\phi](\mathbf{x})=0$. In order to do that, we establish some useful identities.

We set $r:=|\mathbf{x}|$ and compute

$$
\begin{align*}
\frac{\partial}{\partial|\mathbf{x}|} M_{1}(\mathbf{x}, t) & =\omega \sqrt{1-t} \frac{\partial}{\partial(\omega r \sqrt{1-t})}\left[-\frac{\sqrt{t}^{N-2}}{2(1-t)} \omega r \sqrt{1-t} J_{1}(\omega r \sqrt{1-t})\right] \\
& \stackrel{(\mathrm{B} .16)}{=}-\frac{\omega^{2} r \sqrt{t}^{N-2}}{2} J_{0}(\omega r \sqrt{1-t}), \\
\Delta M_{1}(\mathbf{x}, t) & =\frac{N-1}{r} \frac{\partial}{\partial|\mathbf{x}|} M_{1}(x, t)+\frac{\partial^{2}}{\partial|\mathbf{x}|^{2}} M_{1}(\mathbf{x}, t) \\
& =-\frac{\omega^{2} \sqrt{t}}{2}\left(N J_{0}(\omega r \sqrt{1-t})-\omega r \sqrt{1-t} J_{1}(\omega r \sqrt{1-t})\right) \tag{2.8}
\end{align*}
$$

where the Laplacian acts on the $\mathbf{x}$ variable.
Since $M_{1}$ depends on $\mathbf{x}$ only through $r$, we can compute

$$
\begin{aligned}
\Delta\left(M_{1}(\mathbf{x}, t)\right. & \phi(t \mathbf{x})) \\
& =\Delta M_{1}(\mathbf{x}, t) \phi(t \mathbf{x})+2 \nabla M_{1}(\mathbf{x}, t) \cdot \nabla \phi(t \mathbf{x})+M_{1}(\mathbf{x}, t) \Delta \phi(t \mathbf{x}) \\
& =\Delta M_{1}(\mathbf{x}, t) \phi(t \mathbf{x})+\left.2 \frac{\partial}{\partial|\mathbf{x}|} M_{1}(\mathbf{x}, t) \frac{\mathbf{x}}{r} \cdot t \nabla \phi\right|_{t \mathbf{x}}+0 \\
& =\Delta M_{1}(\mathbf{x}, t) \phi(t \mathbf{x})+2 \frac{t}{r} \frac{\partial}{\partial|\mathbf{x}|} M_{1}(\mathbf{x}, t) \frac{\partial}{\partial t} \phi(t \mathbf{x}),
\end{aligned}
$$

because $\frac{\partial}{\partial t} \phi(t \mathbf{x})=\left.\mathbf{x} \cdot \nabla \phi\right|_{t \mathbf{x}}$.
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Finally, we define an auxiliary function $f_{1}:[0, h] \times[0,1] \rightarrow \mathbb{R}$ by

$$
f_{1}(r, t):=\sqrt{t}^{N} J_{0}(\omega r \sqrt{1-t}) .
$$

This function verifies

$$
\begin{array}{rlrl}
\frac{\partial}{\partial t} f_{1}(r, t) & =\frac{N \sqrt{t}^{N-2}}{2} J_{0}(\omega r \sqrt{1-t})+\frac{\sqrt{t}^{N} \omega r}{2 \sqrt{1-t}} J_{1}(\omega r \sqrt{1-t}), \\
f_{1}(r, 0) & =0, & f_{1}(r, 1)=1 .
\end{array}
$$

At this point, we can use all these identities to prove that $V_{1}[\phi]$ is a solution of the homogeneous Helmholtz equation:

$$
\begin{aligned}
&(\Delta+\left.\omega^{2}\right) V_{1}[\phi](\mathbf{x}) \\
&= \Delta \phi(\mathbf{x})+\omega^{2} \phi(\mathbf{x})+\int_{0}^{1} \Delta\left(M_{1}(\mathbf{x}, t) \phi(t \mathbf{x})\right) \mathrm{d} t+\int_{0}^{1} \omega^{2} M_{1}(\mathbf{x}, t) \phi(t \mathbf{x}) \mathrm{d} t \\
&= \omega^{2} \phi(\mathbf{x})-\omega^{2} \int_{0}^{1} \sqrt{t}^{N} J_{0}(\omega r \sqrt{1-t}) \\
& \frac{\partial}{\partial t} \phi(t \mathbf{x}) \mathrm{d} t \\
&-\omega^{2} \int_{0}^{1}\left(\frac{N \sqrt{t} \bar{t}^{N-2}}{2} J_{0}(\omega r \sqrt{1-t})-\frac{\omega r \sqrt{t}{ }^{N-2}}{2} \frac{1-t}{\sqrt{1-t}} J_{1}(\omega r \sqrt{1-t})\right. \\
&\left.+\frac{\omega r \sqrt{t}}{2 \sqrt{1-t}} J_{1}(\omega r \sqrt{1-t})\right) \phi(t \mathbf{x}) \mathrm{d} t \\
&= \omega^{2} \phi(\mathbf{x})-\omega^{2} \int_{0}^{1}\left(f_{1}(r, t) \frac{\partial}{\partial t} \phi(t \mathbf{x})+\frac{\partial}{\partial t} f_{1}(r, t) \phi(t \mathbf{x})\right) \mathrm{d} t \\
&= \omega^{2}\left(\phi(\mathbf{x})-\left[f_{1}(r, t) \phi(t \mathbf{x})\right]_{t=0}^{t=1}\right)=0 .
\end{aligned}
$$

We have used the values assumed by $\phi$ only in the segment $[\mathbf{0}, \mathbf{x}]$ that lies inside $D$, because $D$ is star-shaped with respect to $\mathbf{0}$. Thus, the values of the function $\phi$ and of its derivative are well defined and the fundamental theorem of calculus applies, thanks to the regularity theorem for harmonic functions.
Now, let $u$ be a solution of the homogeneous Helmholtz equation. Since interior regularity results also hold for solutions of the homogeneous Helmholtz equation, we infer $u \in C^{\infty}(D)$. In order to prove that $\Delta V_{2}[u]=0$, we proceed as before and compute

$$
\begin{aligned}
\frac{\partial}{\partial|\mathbf{x}|} M_{2}(\mathbf{x}, t)= & \frac{\omega^{2} r \sqrt{t}^{N-2}}{2} J_{0}(i \omega r \sqrt{t(1-t)}), \\
\Delta M_{2}(\mathbf{x}, t)= & \frac{\omega^{2} \sqrt{t}}{2} \\
& -i \omega r \sqrt{t(1-t)}\left(N J_{0}(i \omega r \sqrt{t(1-t)})\right. \\
& \left.J_{1}(i \omega r \sqrt{t(1-t)})\right), \\
\Delta\left(M_{2}(\mathbf{x}, t) u(t \mathbf{x})\right)= & \Delta M_{2}(\mathbf{x}, t) u(t \mathbf{x})+2 \frac{t}{r} \frac{\partial}{\partial r} M_{2}(\mathbf{x}, t) \frac{\partial}{\partial t} u(t \mathbf{x}) \\
& -\omega^{2} t^{2} M_{2}(\mathbf{x}, t) u(t \mathbf{x}),
\end{aligned}
$$

and we define the function

$$
f_{2}(r, t):=\sqrt{t}^{N} J_{0}(i \omega r \sqrt{t(1-t)}),
$$

which verifies

$$
\begin{aligned}
\frac{\partial}{\partial t} f_{2}(r, t) & =\frac{N \sqrt{t}^{N-2}}{2} J_{0}(i \omega r \sqrt{t(1-t)})-\frac{\sqrt{t}^{N} i \omega r(1-2 t)}{2 \sqrt{t(1-t)}} J_{1}(i \omega r \sqrt{t(1-t)}) \\
f_{2}(r, 0) & =0, \quad f_{2}(r, 1)=1 .
\end{aligned}
$$

We conclude by computing the Laplacian of $V_{2}[u]$ :

$$
\begin{aligned}
\Delta & V_{2}[u](\mathbf{x})=\Delta u(\mathbf{x})+\int_{0}^{1} \Delta\left(M_{2}(\mathbf{x}, t) u(t \mathbf{x})\right) \mathrm{d} t \\
= & -\omega^{2} u(\mathbf{x})+\omega^{2} \int_{0}^{1} \sqrt{t}^{N} J_{0}(i \omega r \sqrt{t(1-t)}) \frac{\partial}{\partial t} u(t \mathbf{x}) \mathrm{d} t \\
& +\omega^{2} \int_{0}^{1} \frac{\sqrt{t}^{N-2}}{2}\left(N J_{0}(i \omega r \sqrt{t(1-t)})\right. \\
& \left.-i \omega r \sqrt{t} \frac{1-t}{\sqrt{1-t}} J_{1}(i \omega r \sqrt{t(1-t)})+\frac{i \omega r t \sqrt{t}}{\sqrt{1-t}} J_{1}(i \omega r \sqrt{t(1-t)})\right) u(t \mathbf{x}) \mathrm{d} t \\
= & -\omega^{2} u(\mathbf{x})+\omega^{2} \int_{0}^{1}\left(f_{2}(r, t) \frac{\partial}{\partial t} u(t \mathbf{x})+\frac{\partial}{\partial t} f_{2}(r, t) u(t \mathbf{x})\right) \mathrm{d} t=0
\end{aligned}
$$

Remark 2.2.8. With a slight modification in the proof, it is possible to show that $V_{1}$ transforms the solutions of the homogeneous Helmholtz equation

$$
\Delta \phi+\omega_{0}^{2} \phi=0
$$

into solutions of

$$
\Delta \phi+\left(\omega_{0}^{2}+\omega^{2}\right) \phi=0
$$

for every $\omega$ and $\omega_{0} \in \mathbb{C}$, and $V_{2}$ does the converse.

### 2.3. Continuity of the Vekua operators

We denote the space of harmonic functions and the space of solutions of the homogeneous Helmholtz equation with Sobolev regularity $j$, respectively, by

$$
\begin{array}{ll}
\mathcal{H}^{j}(D):=\left\{\phi \in H^{j}(D): \Delta \phi=0\right\} & \forall j \in \mathbb{N}, \\
\mathcal{H}_{\omega}^{j}(D):=\left\{u \in H^{j}(D): \Delta u+\omega^{2} u=0\right\} & \forall j \in \mathbb{N}, \omega \in \mathbb{C} .
\end{array}
$$

In the following theorem, we establish the continuity of $V_{1}$ and $V_{2}$ in Sobolev norms with continuity constants as explicit as possible.

Theorem 2.3.1. Let $D$ be a domain as in the Assumption 2.2.1; the Vekua operators

$$
V_{1}: \mathcal{H}^{j}(D) \rightarrow \mathcal{H}_{\omega}^{j}(D), \quad V_{2}: \mathcal{H}_{\omega}^{j}(D) \rightarrow \mathcal{H}^{j}(D),
$$

with $\mathcal{H}^{j}(D)$ and $\mathcal{H}_{\omega}^{j}(D)$ both endowed with the norm $\|\cdot\|_{j, \omega, D}$ defined in (0.2), are continuous. More precisely, for all space dimensions $N \geq 2$, for all $\phi$ and $u$ in $H^{j}(D), j \geq 0$, solutions to Laplace and Helmholtz equations, respectively, the following continuity estimates hold:

$$
\begin{align*}
& \left\|V_{1}[\phi]\right\|_{j, \omega, D} \leq C_{1}(N) \rho^{\frac{1-N}{2}}(1+j)^{\frac{3}{2} N+\frac{1}{2}} e^{j}\left(1+(\omega h)^{2}\right)\|\phi\|_{j, \omega, D},  \tag{2.9}\\
& \left\|V_{2}[u]\right\|_{j, \omega, D} \leq C_{2}(N, \omega h, \rho)(1+j)^{\frac{3}{2} N-\frac{1}{2}} e^{j}\|u\|_{j, \omega, D}, \tag{2.10}
\end{align*}
$$

where the constant $C_{1}>0$ depends only on the space dimension $N$, and $C_{2}>0$ also depends on the product $\omega$ h and the shape parameter $\rho$. Moreover, we can establish the following continuity estimates for $V_{2}$ with constants depending only on $N$ :

$$
\begin{gather*}
\left\|V_{2}[u]\right\|_{0, D} \leq C_{N} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}\left(\|u\|_{0, D}+h|u|_{1, D}\right)  \tag{2.11}\\
\text { if } N=2, \ldots, 5, u \in H^{1}(D), \\
\left\|V_{2}[u]\right\|_{j, \omega, D} \leq C_{N} \rho^{\frac{1-N}{2}}(1+j)^{2 N-1} e^{j}\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{j, \omega, D}  \tag{2.12}\\
\text { if } N=2,3, j \geq 1, u \in H^{j}(D),
\end{gather*}
$$

and the following continuity estimates in $L^{\infty}$-norm:

$$
\begin{align*}
&\left\|V_{1}[\phi]\right\|_{L^{\infty}(D)} \leq\left(1+\frac{((1-\rho) \omega h)^{2}}{4}\right)\|\phi\|_{L^{\infty}(D)}  \tag{2.13}\\
&\left\|V_{2}[u]\right\|_{L^{\infty}(D)} \leq\left(1+\frac{((1-\rho) \omega h)^{2}}{4} e^{\frac{1}{2}(1-\rho) \omega h}\right)\|u\|_{L^{\infty}(D)}  \tag{2.14}\\
& \quad \text { if } N \geq 2, \phi, u \in L^{\infty}(D) .
\end{align*}
$$

The last two bounds (2.13) and (2.14) hold true for every $u, \phi \in C(\bar{D})$, even if they are not solutions of the corresponding PDEs.

Theorem 2.3.1 states that the operators $V_{1}$ and $V_{2}$ preserve the Sobolev regularity when applied to harmonic functions and solutions of the homogeneous Helmholtz equation (see Theorem 2.2.5). For such functions, these operators are continuous from $H^{j}(D)$ to itself with continuity constants that depend on the wavenumber $\omega$ only through the product $\omega h$. In two and three space dimensions, we can make explicit the dependence of the bounds on $\omega h$. The only exception is the $L^{2}$-continuity of $V_{2}$ (see (2.11)), where a weighted $H^{1}$ norm appears on the right-hand side; this is due to the poor explicit interior estimates available for the solutions of the homogeneous Helmholtz equation.
All the continuity constants are explicit with respect to the order of the Sobolev norm and depend on $D$ only through its shape parameter $\rho$ and its diameter $h$, the latter only appearing within the product $\omega h$.

In the literature, there exist many proofs of the continuity of $V_{1}$ and $V_{2}$ in $L^{\infty}$-norm (in two space dimensions); see, for example, $[31,73]$. To our knowledge, the only continuity result in Sobolev norms is the one given in [142, Section 4.2]: this holds for general PDEs and for norms with non-integer indices, but is restricted to the two-dimensional case, and the constants in the bounds are not explicit in the various parameters.
Since the proof of Theorem 2.3.1 is quite lengthy and requires several preliminary results, we give here a short outline. In Lemma 2.3.2, a direct attempt to compute the Sobolev norms of $V_{\xi}[\phi]$ shows that two types of intermediate estimates are required. The first ones consist in bounds of the kernel functions $M_{1}$ and $M_{2}$ in $W^{j, \infty}$-norms; these are proved in Lemma 2.3.3. The second ones are interior estimates for harmonic functions and for Helmholtz solutions: the former are well-known and recalled in Lemma 2.3.9, while the latter are proved in Lemma 2.3.12. Since we want explicit dependence of the bounding constants on the wavenumber, this step turns out to be the hardest one. Finally, we combine all these ingredients and prove Theorem 2.3.1.
From here on, if $\boldsymbol{\beta}$ is a multi-index in $\mathbb{N}^{N}$, we will denote by $D^{\boldsymbol{\beta}}$ the corresponding differential operator with respect to the space variable $\mathbf{x} \in \mathbb{R}^{N}$; see (0.1).

Lemma 2.3.2. For $\xi=1,2, j \geq 0$ and $\phi \in H^{j}(D)$, we have

$$
\begin{align*}
\left|V_{\xi}[\phi]\right|_{j, D}^{2} \leq 2|\phi|_{j, D}^{2}+2(j+1)^{3 N-2} e^{2 j} & \sum_{k=0}^{j} \sup _{t \in[0,1]}\left|M_{\xi}(\cdot, t)\right|_{W^{j-k, \infty}(D)}^{2} \\
& \sum_{|\boldsymbol{\beta}|=k} \int_{0}^{1} \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \tag{2.15}
\end{align*}
$$

Proof. From Definition 2.2.4, we have

$$
\begin{aligned}
& \left|V_{\xi}[\phi]\right|_{j, D}^{2} \leq 2|\phi|_{j, D}^{2}+2 \sum_{|\boldsymbol{\alpha}|=j} \int_{D}\left|\int_{0}^{1} D^{\alpha}\left(M_{\xi}(\mathbf{x}, t) \phi(t \mathbf{x})\right) \mathrm{d} t\right|^{2} \mathrm{~d} \mathbf{x} \\
& \leq 2|\phi|_{j, D}^{2}+2 \sum_{|\boldsymbol{\alpha}|=j} \int_{D} \int_{0}^{1}\left|\sum_{\boldsymbol{\beta} \leq \boldsymbol{\alpha}}\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}} D^{\boldsymbol{\alpha}-\boldsymbol{\beta}} M_{\xi}(\mathbf{x}, t) D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathrm{~d} \mathrm{~d} \mathbf{x} \\
& \leq 2|\phi|_{j, D}^{2}+\left.2 \int_{D} \int_{0}^{1}\left|\sum_{k=0}^{j} \sum_{|\boldsymbol{\beta}|=k}\right| D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\left|\sum_{\substack{|\boldsymbol{\alpha}|=j \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}}\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}\right| D^{\boldsymbol{\alpha}-\boldsymbol{\beta}} M_{\xi}(\mathbf{x}, t)\right|^{2} \mathrm{~d} t \mathrm{~d} \mathbf{x},
\end{aligned}
$$

where in the second inequality we have applied the Jensen inequality and the product (Leibniz) rule for multi-indices (see [2, Sect. 1.1]); here, the binomial coefficient for multi-indices is $\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}=\prod_{i=1}^{N}\binom{\boldsymbol{\alpha}_{\boldsymbol{i}}}{\boldsymbol{\beta}}$. We multiply by the number $\binom{N+k-1}{N-1}$ of the multi-indices $\boldsymbol{\beta}$ of length $k$ in $\mathbb{N}^{N}$, in order to move the square inside the sum, and we obtain

$$
\left|V_{\xi}[\phi]\right|_{j, D}^{2} \leq 2|\phi|_{j, D}^{2}+2 \int_{D} \int_{0}^{1}(j+1) \sum_{k=0}^{j}\binom{N+k-1}{N-1}
$$

2. Vekua's theory for the Helmholtz operator

$$
\begin{gathered}
\left.\cdot \sum_{|\boldsymbol{\beta}|=k}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2}\left|\sum_{\substack{\boldsymbol{\alpha} \mid=j \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}}\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}\right| D^{\boldsymbol{\alpha}-\boldsymbol{\beta}} M_{\xi}(\mathbf{x}, t)\right|^{2} \mathrm{~d} t \mathrm{~d} \mathbf{x} \\
\leq 2|\phi|_{j, D}^{2}+2(j+1)\binom{N+j-1}{N-1} \sum_{k=0}^{j} \sum_{|\boldsymbol{\beta}|=k} \int_{D} \int_{0}^{1}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} t \mathrm{~d} \mathbf{x} \\
\cdot \sup _{t \in[0,1]}\left|M_{\xi}(\cdot, t)\right|_{W^{j-k, \infty}(D)}^{2} \sup _{\substack{|\boldsymbol{\beta}|=k}}\left[\sum_{\substack{|\boldsymbol{\alpha}|=j \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}}\binom{\boldsymbol{\alpha}}{\boldsymbol{\beta}}\right]^{2} ;
\end{gathered}
$$

the last factor can be bounded as

$$
\begin{aligned}
\sup _{|\boldsymbol{\beta}|=k} \sum_{\substack{\boldsymbol{\alpha} \mid=j \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}} \prod_{i=1}^{N}\binom{\boldsymbol{\alpha}_{i}}{\boldsymbol{\beta}_{i}} & \leq \sup _{|\boldsymbol{\beta}|=k} \sum_{\substack{|\boldsymbol{\alpha}|=j \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}} \prod_{i=1}^{N} \frac{\boldsymbol{\alpha}_{i}^{\boldsymbol{\beta}_{i}}}{\boldsymbol{\beta}_{i}!} \leq \sum_{|\boldsymbol{\alpha}|=j} e^{\sum_{i=1}^{N} \boldsymbol{\alpha}_{i}} \\
& \leq e^{j} \cdot \#\left\{\boldsymbol{\alpha} \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=j\right\} \\
& =e^{j}\binom{N+j-1}{N-1} \\
& \leq e^{(\text {B.10 }}(1+j)^{j-1},
\end{aligned}
$$

from which the assertion follows.
Now we need to bound the terms present in (2.15). The next lemma provides estimates for $M_{1}$ and $M_{2}$ in $W^{j, \infty}(D)$-norm, uniformly in $t$. The proof relies on some properties of Bessel functions.

Lemma 2.3.3. The functions $M_{1}$ and $M_{2}$ satisfy the following bounds:

$$
\begin{align*}
\left\|M_{1}\right\|_{L^{\infty}(D \times[0,1])} & \leq \frac{((1-\rho) \omega h)^{2}}{4},  \tag{2.16}\\
\sup _{t \in[0,1]}\left|M_{1}(\cdot, t)\right|_{W^{1, \infty}(D)} & \leq \frac{(1-\rho) \omega^{2} h}{2},  \tag{2.17}\\
\sup _{t \in[0,1]}\left|M_{1}(\cdot, t)\right|_{W^{j, \infty}(D)} & \leq \frac{\omega^{j}}{2}(j+(1-\rho) \omega h) \quad \forall j \geq 2,  \tag{2.18}\\
\left\|M_{2}\right\|_{L^{\infty}(D \times[0,1])} & \leq \frac{((1-\rho) \omega h)^{2}}{4} e^{\frac{1}{2}(1-\rho) \omega h},  \tag{2.19}\\
\sup _{t \in[0,1]}\left|M_{2}(\cdot, t)\right|_{W^{1, \infty}(D)} & \leq \frac{(1-\rho) \omega^{2} h}{2} e^{\frac{1}{2}(1-\rho) \omega h},  \tag{2.20}\\
\sup _{t \in[0,1]}\left|M_{2}(\cdot, t)\right|_{W^{j, \infty}(D)} & \leq \frac{\omega^{j}}{2^{j-1}}\left(j+\frac{(1-\rho) \omega h}{2}\right) e^{\frac{3}{4}(1-\rho) \omega h} \tag{2.21}
\end{align*}
$$

Proof. Thanks to Remark 2.2.2, we have that $\sup _{\mathbf{x} \in D}|\mathbf{x}| \leq(1-\rho) h$. Now, the $L^{\infty}$-inequalities (2.16) and (2.19) follow directly from (B.14).

Since $M_{1}$ and $M_{2}$ depend on $\mathbf{x}$ only through $|\mathbf{x}|$, we obtain the $W^{1, \infty}$ bounds (2.17) and (2.20):

$$
\begin{aligned}
& \sup _{t \in[0,1]}\left|M_{1}(\cdot, t)\right|_{W^{1, \infty}(D)}=\sup _{t \in[0,1], \mathbf{x} \in D}\left|\frac{\partial}{\partial|\mathbf{x}|} M_{1}(\mathbf{x}, t)\right| \\
& \stackrel{(\text { B.16 })}{\leq} \sup _{\substack{ \\
\mid \in[0[0,1],}}\left|\frac{\omega^{2}|\mathbf{x}| \sqrt{t} t^{N-2}}{2} J_{0}(\omega|\mathbf{x}| \sqrt{1-t})\right| \stackrel{(\text { B. } 13)}{\leq} \frac{(1-\rho) \omega^{2} h}{2}, \\
& \sup _{t \in[0,1-1])}\left|M_{2}(\cdot, t)\right|_{W^{1, \infty}(D)} \stackrel{(\text { B.16 })}{\leq} \sup _{\substack{t \in[0,1],|\mathbf{x}| \in[0,(1-\rho) h]}}\left|\frac{\left.\omega^{2}|\mathbf{x}| \sqrt{t}\right)^{N-2}}{2} J_{0}(i \omega|\mathbf{x}| \sqrt{t(1-t)})\right| \\
& \quad \stackrel{(\text { B.14) }}{\leq} \frac{(1-\rho) \omega^{2} h}{2} e^{\frac{1}{2}(1-\rho) \omega h} .
\end{aligned}
$$

In order to prove (2.18) and (2.21), we define the auxiliary complex-valued function $f(s):=s J_{1}(s)$. It is easy to verify by induction that its derivative of order $k$ is

$$
\frac{\partial^{k}}{\partial s^{k}} f(s)=k \frac{\partial^{k-1}}{\partial s^{k-1}} J_{1}(s)+s \frac{\partial^{k}}{\partial s^{k}} J_{1}(s) .
$$

We can bound this derivative using (B.17) and the binomial theorem:

$$
\begin{align*}
& \left|\frac{\partial^{k}}{\partial s^{k}} f(s)\right|=\left\lvert\, k \frac{1}{2^{k-1}} \sum_{m=0}^{k-1}(-1)^{m}\binom{k-1}{m} J_{2 m-k+2}(s)+\right. \\
& \left.\quad s \frac{1}{2^{k}} \sum_{m=0}^{k}(-1)^{m}\binom{k}{m} J_{2 m-k+1}(s)\left|\leq(k+|s|) \max _{l=1-k, \ldots, 1+k}\right| J_{l}(s) \right\rvert\, \tag{2.22}
\end{align*}
$$

The functions $M_{1}$ and $M_{2}$ are related to $f$ by

$$
\begin{aligned}
& M_{1}(\mathbf{x}, t)=-\frac{\sqrt{t}^{N-2}}{2(1-t)} f(\omega|\mathbf{x}| \sqrt{1-t}) \\
& M_{2}(\mathbf{x}, t)=-\frac{\sqrt{t}^{N-4}}{2(1-t)} f(i \omega|\mathbf{x}| \sqrt{t(1-t)})
\end{aligned}
$$

so we can bound their derivatives of order $j \geq 2$ :

$$
\begin{aligned}
& \sup _{t \in[0,1]}\left|M_{1}\right|_{W^{j}, \infty}(D) \leq \sup _{t \in[0,1], \mathbf{x} \in D}\left|\frac{\partial^{j}}{\partial|\mathbf{x}|^{j}} M_{1}(\mathbf{x}, t)\right| \\
& \leq \sup _{t \in[0,1], \mathbf{x} \in D}\left|\frac{\sqrt{t}^{N-2}}{2(1-t)}(\omega \sqrt{1-t})^{j} \frac{\partial^{j}}{\partial(\omega|\mathbf{x}| \sqrt{1-t})^{j}} f(\omega|\mathbf{x}| \sqrt{1-t})\right| \\
& (2.22),(\mathrm{B} .13) \\
& \leq \frac{\omega^{j}}{2}(j+(1-\rho) \omega h), \\
& \sup _{t \in[0,1]}\left|M_{2}\right|_{W^{j, \infty}(D)} \\
& \leq \sup _{t \in[0,1], \mathbf{x} \in D}\left|\frac{\sqrt{t}^{N-4}}{2(1-t)}(i \omega \sqrt{t(1-t)})^{j} \frac{\partial^{j}}{\partial(i \omega|\mathbf{x}| \sqrt{t(1-t)})^{j}} f(i \omega|\mathbf{x}| \sqrt{t(1-t)})\right|
\end{aligned}
$$

2．Vekua＇s theory for the Helmholtz operator

$$
\stackrel{(2.22),(\mathrm{B} .14)}{\leq} \frac{\omega^{j}}{2^{j-1}}\left(j+\frac{(1-\rho) \omega h}{2}\right) e^{\frac{3}{4}(1-\rho) \omega h}
$$

Remark 2．3．4．With less detail the bounds of Lemma 2．3．3 for every $j \geq 0$ can be summarized as：

$$
\begin{align*}
& \sup _{t \in[0,1]}\left|M_{1}(\cdot, t)\right|_{W^{j, \infty}(D)} \leq \omega^{j}\left(j+(\omega h)^{2}\right)  \tag{2.23}\\
& \sup _{t \in[0,1]}\left|M_{2}(\cdot, t)\right|_{W^{j, \infty}(D)} \leq \omega^{j}(1+\omega h) e^{\frac{3}{4}(1-\rho) \omega h} \tag{2.24}
\end{align*}
$$

We ignore the algebraic dependence on $\rho$ because it will be absorbed in a generic bounding constant．In a shape regular domain，a precise lower bound for $\rho \in\left(0, \frac{1}{2}\right]$ can be used to reduce the exponential dependence on $\omega h$ ．
Remark 2．3．5．If the wavenumber $\omega=\omega_{R}+i \omega_{I}$ is complex，the following more general estimates hold：

$$
\begin{array}{rlr}
\left\|M_{1}\right\|_{L^{\infty}(D \times[0,1])} & \leq \frac{((1-\rho)|\omega| h)^{2}}{4} e^{(1-\rho)\left|\omega_{I}\right| h} \\
\sup _{t \in[0,1]}\left|M_{1}(\cdot, t)\right|_{W^{1, \infty}(D)} & \leq \frac{(1-\rho)|\omega|^{2} h}{2} e^{(1-\rho)\left|\omega_{I}\right| h}, \\
\sup _{t \in[0,1]}\left|M_{1}(\cdot, t)\right|_{W^{j, \infty}(D)} & \leq \frac{|\omega|^{j}}{2}(j+(1-\rho)|\omega| h) e^{\frac{3}{2}(1-\rho)|\omega| h} \quad \forall j \geq 2 \\
\left\|M_{2}\right\|_{L^{\infty}(D \times[0,1])} & \leq \frac{((1-\rho)|\omega| h)^{2}}{4} e^{\frac{1}{2}(1-\rho)\left|\omega_{R}\right| h}, \\
\sup _{t \in[0,1]}\left|M_{2}(\cdot, t)\right|_{W^{1, \infty}(D)} & \leq \frac{(1-\rho)|\omega|^{2} h}{2} e^{\frac{1}{2}(1-\rho)\left|\omega_{R}\right| h}, & \\
\sup _{t \in[0,1]}\left|M_{2}(\cdot, t)\right|_{W^{j, \infty}(D)} & \leq \frac{|\omega|^{j}}{2^{j-1}}\left(j+\frac{(1-\rho)|\omega| h}{2}\right) e^{\frac{3}{4}(1-\rho)|\omega| h} & \forall j \geq 2,
\end{array}
$$

which can be obtained by performing some small changes in the proof of Lemma 2．3．3．
Remark 2．3．6．By using the bounds in Remark 2．3．5，we can extend Theo－ rem 2．3．1 to every $\omega \in \mathbb{C}$ ，similarly to Theorem 2.2 .5 （see Remark 2．2．6）． Indeed，the case $\omega=0$ is trivial，since $V_{1}$ and $V_{2}$ reduce to the identity，while in general，Theorem 2．3．1 holds by substituting $\omega$ with $|\omega|$ in the estimates and in the definition of the weighted norm（0．2），multiplying the right－hand side of（2．9）by $e^{\frac{3}{2}|\omega| h}$ and that of（2．13）by $e^{(1-\rho)|\operatorname{Im} \omega| h}$ ．
Lemma 2．3．7．Let $\phi \in H^{k}(D), \boldsymbol{\beta} \in \mathbb{N}^{N}$ be a multi－index of length $|\boldsymbol{\beta}|=k$ and $D^{\boldsymbol{\beta}}$ be the corresponding differential operator in the variable $\mathbf{x}$ ．Then

$$
\begin{align*}
\int_{0}^{1} & \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t  \tag{2.25}\\
& \leq \begin{cases}\frac{1}{2 k-N+1}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{0, D}^{2} & \text { if } 2 k-N \geq 0 \\
K\left\|D^{\boldsymbol{\beta}} \phi\right\|_{0, D}^{2}+\left(\frac{\rho}{2}\right)^{2 k+1} \frac{|D|}{2 k+1}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{L^{\infty}\left(B_{\frac{\rho ⿱ 八 又}{2}}^{2}\right.}^{2} & \text { if } 2 k-N<0\end{cases}
\end{align*}
$$

where $K=\log \frac{2}{\rho}$ if $(2 k-N)=-1$ and $K=(2 / \rho)^{N-1}$ if $(2 k-N)<-1,|D|$ denotes the measure of $D$ and $\rho$ is given in Assumption 2.2.1.

Proof. In the first case, we can simply compute the integral with respect to $t$ with the change of variables $\mathbf{y}=t \mathrm{x}$ :

$$
\begin{aligned}
\int_{0}^{1} \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t & =\int_{0}^{1} \int_{t D} t^{2|\boldsymbol{\beta}|}\left|D^{\boldsymbol{\beta}} \phi(\mathbf{y})\right|^{2} \frac{\mathrm{~d} \mathbf{y}}{t^{N}} \mathrm{~d} t \\
& \leq \frac{1}{2 k-N+1}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{0, D}^{2}
\end{aligned}
$$

the set $t D$ is included in $D$ because $D$ is star-shaped with respect to $\mathbf{0}$.
In the case $2 k-N<0$, the integral in $t$ is not bounded so we need to split it in two parts, treating the second one as before:

$$
\begin{aligned}
& \int_{0}^{1} \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \\
& \quad=\int_{0}^{\frac{\rho}{2}} \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t+\int_{\frac{\rho}{2}}^{1} \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \\
& \quad \leq \int_{0}^{\frac{\rho}{2}} t^{2|\boldsymbol{\beta}|} \mathrm{d} t|D|\left\|D^{\boldsymbol{\beta}} \phi\right\|_{L^{\infty}\left(B_{\left.\frac{\rho h}{2}\right)}^{2}\right.}+\int_{\frac{\rho}{2}}^{1} t^{2 k-N}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{0, t D}^{2} \mathrm{~d} t \\
& \quad=\frac{1}{2 k+1}\left(\frac{\rho}{2}\right)^{2 k+1}|D|\left\|D^{\boldsymbol{\beta}} \phi\right\|_{L^{\infty}\left(B_{\left.\frac{\rho h}{2}\right)}^{2}\right.}^{2}+\int_{\frac{\rho}{2}}^{1} t^{2 k-N}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{0, t D}^{2} \mathrm{~d} t
\end{aligned}
$$

and the assertion comes from the expression

$$
\int_{\frac{\rho}{2}}^{1} t^{2 k-N} \mathrm{~d} t= \begin{cases}\log \frac{2}{\rho} & \text { if } 2 k-N=-1 \\ \frac{1-\left(\frac{\rho}{2}\right)^{2 k-N+1}}{2 k-N+1} \leq\left(\frac{2}{\rho}\right)^{N-1} & \text { if } 2 k-N<-1\end{cases}
$$

Remark 2.3.8. We can summarize the bounds of Lemma 2.3.7 for every value of the multi-index length $k$ with the estimate

$$
\begin{align*}
& \int_{0}^{1} \int_{D}\left|D^{\beta} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \\
& \quad \leq\left(\frac{2}{\rho}\right)^{N-1}\left\|D^{\beta} \phi\right\|_{0, D}^{2}+\left(\frac{\rho}{2}\right)^{2 k+1} \frac{|D|}{2 k+1}\left\|D^{\beta} \phi\right\|_{L^{\infty}\left(B_{\frac{\rho h}{2}}\right)}^{2} \tag{2.26}
\end{align*}
$$

From Lemma 2.3.7, it is clear that, in order to prove the continuity of $V_{1}$ and $V_{2}$ in the $L^{2}$-norm and in high-order Sobolev norms, we need interior estimates that bound the $L^{\infty}$-norm of $\phi$ and its derivatives in a small ball contained in $D$ with its $L^{2}$-norm and $H^{j}$-norms in $D$. It is easy to find such estimates for harmonic functions, thanks to the mean value theorem (see, e.g., Theorem 2.1 of [92]).
Notice that it is not possible to avoid the use of interior estimates for the continuity in $H^{j}(D)$ when $j \geq \frac{N}{2}$, as the assertion of Lemma 2.3.7 might
suggest: indeed, Lemma 2.3.2 requires to estimate $\int_{0}^{1} \int_{D}\left|D^{\boldsymbol{\beta}} \phi(t \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t$ for all the multi-index lengths $|\boldsymbol{\beta}|=k \leq j$, so we inevitably confront the cases $2 k-N=-1$ and $2 k-N<-1$.

Lemma 2.3.9 (Interior estimates for harmonic functions). Let $\phi$ be a harmonic function in $B_{R}(\mathbf{x}), R>0$. Then

$$
\begin{equation*}
|\phi(\mathbf{x})|^{2} \leq \frac{1}{R^{N}\left|B_{1}\right|}\|\phi\|_{0, B_{R}(\mathbf{x})}^{2} \tag{2.27}
\end{equation*}
$$

where $\left|B_{1}\right|=\frac{\pi^{\frac{N}{2}}}{\Gamma\left(\frac{N}{2}+1\right)}$ is the volume of the unit ball in $\mathbb{R}^{N}$ (see (B.8)). If $\phi \in H^{k}(D)$ and $\boldsymbol{\beta} \in \mathbb{N}^{N},|\boldsymbol{\beta}| \leq k$, then

$$
\begin{equation*}
\left\|D^{\boldsymbol{\beta}} \phi\right\|_{L^{\infty}\left(B_{\left.\frac{\rho h}{2}\right)}^{2}\right.}^{2} \leq \frac{1}{\left|B_{1}\right|}\left(\frac{2}{\rho h}\right)^{N}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{0, D}^{2}, \tag{2.28}
\end{equation*}
$$

Proof. By the mean value property of harmonic functions (see Theorem 2.1 of [92]) and the Jensen inequality, we get the first estimate:

$$
\begin{aligned}
|\phi(\mathbf{x})|^{2} & =\left|\frac{1}{\left|B_{R}(\mathbf{x})\right|} \int_{B_{R}(\mathbf{x})} \phi(\mathbf{y}) \mathrm{d} \mathbf{y}\right|^{2} \\
& \leq \frac{1}{\left|B_{R}\right|} \int_{B_{R}(\mathbf{x})}|\phi(\mathbf{y})|^{2} \mathrm{~d} \mathbf{y}=\frac{1}{R^{N}\left|B_{1}\right|}\|\phi\|_{0, B_{R}(\mathbf{x})}^{2} .
\end{aligned}
$$

The second bound follows by applying the first one to the derivatives of $\phi$, which are harmonic in the ball $B_{\frac{\rho h}{2}}(\mathbf{x}) \subset B_{\rho h} \subset D$.

Remark 2.3.10. The interior estimates for harmonic functions are related to Cauchy's estimates for their derivatives. Theorem 2.10 in [92] states that, given two domains $\Omega_{1} \subset \Omega_{2} \subset \mathbb{R}^{N}$ such that $d\left(\Omega_{1}, \partial \Omega_{2}\right)=d$, if $\phi$ is harmonic in $\Omega_{2}$, then for every multi-index $\boldsymbol{\alpha}$ it holds

$$
\begin{equation*}
\left\|D^{\alpha} \phi\right\|_{L^{\infty}\left(\Omega_{1}\right)} \leq\left(\frac{N|\boldsymbol{\alpha}|}{d}\right)^{|\boldsymbol{\alpha}|}\|\phi\|_{L^{\infty}\left(\Omega_{2}\right)} \tag{2.29}
\end{equation*}
$$

In order to find analogous estimates for the Sobolev norms, we can combine (2.29) and (2.27) using the intermediate domain $\left\{\mathrm{x} \in \mathbb{R}^{N}: d\left(\mathrm{x}, \Omega_{1}\right)<\frac{d}{2}\right\}$ and obtain

$$
\left\|D^{\alpha} \phi\right\|_{0, \Omega_{1}} \leq C_{N, \alpha}\left|\Omega_{1}\right|^{N / 2} d^{-|\boldsymbol{\alpha}|-N / 2}\|\phi\|_{0, \Omega_{2}}^{2}
$$

but the order of the power of $d$ is not satisfactory. In order to improve it, we represent the derivatives of a harmonic function $\psi$ in $\bar{B}_{1} \subset \mathbb{R}^{N}$ using the Poisson kernel $P(\mathbf{y}, \mathbf{z})=\left(1-|\mathbf{y}|^{2}\right) /|\mathbf{y}-\mathbf{z}|^{N}$ :

$$
D^{\alpha} \psi(\mathbf{y})=\int_{\mathbb{S}^{N-1}} \psi(\mathbf{z}) D_{1}^{\alpha} P(\mathbf{y}, \mathbf{z}) \mathrm{d} S(\mathbf{z}) \quad \mathbf{y} \in B_{1}, \forall \boldsymbol{\alpha} \in \mathbb{N}^{N}
$$

where the derivatives of $P$ are taken with respect to the first variable (see (1.15) and (1.22) in [14]). By rewriting this formula in $\mathbf{y}=\mathbf{0}$ and then translating in a point $\mathbf{x}$, if $\psi$ is harmonic in $\bar{B}_{1}(\mathbf{x})$, we have

$$
D^{\alpha} \psi(\mathbf{x})=\int_{\mathbb{S}^{N-1}} \psi(\mathbf{x}+\mathbf{z}) D_{1}^{\alpha} P(\mathbf{0}, \mathbf{z}) \mathrm{d} S(\mathbf{z}) \quad \forall \boldsymbol{\alpha} \in \mathbb{N}^{N}
$$

Given two domains $\hat{\Omega}_{1} \subset \hat{\Omega}_{2}$ such that $d\left(\hat{\Omega}_{1}, \partial \hat{\Omega}_{2}\right)=1$, if $\hat{\phi}$ is harmonic in $\hat{\Omega}_{2}$, it holds

$$
\begin{aligned}
& \left\|D^{\alpha} \hat{\phi}\right\|_{0, \hat{\Omega}_{1}}=\int_{\hat{\Omega}_{1}}\left|D^{\alpha} \hat{\phi}(\mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x}=\int_{\hat{\Omega}_{1}}\left|\int_{\mathbb{S}^{N-1}} \hat{\phi}(\mathbf{x}+\mathbf{z}) D_{1}^{\alpha} P(\mathbf{0}, \mathbf{z}) \mathrm{d} S(\mathbf{z})\right|^{2} \mathrm{~d} \mathbf{x} \\
& \stackrel{\mathbf{y}=\mathbf{x}+\mathbf{z}}{\leq}\left|\mathbb{S}^{N-1}\right| \int_{\mathbb{S}^{N-1}}\left(\int_{\hat{\Omega}_{2}}|\hat{\phi}(\mathbf{y})|^{2} \mathrm{~d} \mathbf{y}\right)\left|D_{1}^{\alpha} P(\mathbf{0}, \mathbf{z})\right|^{2} \mathrm{~d} S(\mathbf{z}) \leq C_{N, \boldsymbol{\alpha}}\|\hat{\phi}\|_{0, \hat{\Omega}_{2}}
\end{aligned}
$$

where we have used the Jensen inequality and the Fubini theorem. By summing over all the multi-indices of the same length and scaling the domains such that $\Omega_{1} \subset \Omega_{2} \subset \mathbb{R}^{N}$ and $d\left(\Omega_{1}, \partial \Omega_{2}\right)=d$, we finally obtain

$$
\begin{equation*}
|\phi|_{j+k, \Omega_{1}} \leq C_{N, j, k} d^{-k}|\phi|_{j, \Omega_{2}}, \quad j, k \in \mathbb{N} . \tag{2.30}
\end{equation*}
$$

We can use the bicontinuity of the Vekua operator to prove an analogous result for the solutions of the Helmholtz equations; see Lemma 3.5.1.
The main tool used to prove the interior estimates for harmonic functions is the mean value theorem. For the solutions of the homogeneous Helmholtz equation, we have an analogous mean value formula [64, page 289] but it does not provide good estimates.
Another way to prove interior estimates for the solutions of the homogeneous Helmholtz equation is to use the Green formula for the Laplacian in a ball, but this gives estimates that either involve the $H^{1}$-norm of $u$ on the right-hand side of the bound or give bad orders in the domain diameter $R$.

A third way is to use the technique presented in Lemma 4.2.7 of [142] for the two-dimensional case. This method can be generalized only to three space dimensions, and does not provide estimates with only the $L^{2}$-norm of $u$ on the right-hand side. On the other hand, it is possible to make the dependence of the bounding constants on $\omega R$ explicit. We will prove these interior estimates in Lemma 2.3.12.
A more general way is to use Theorem 8.17 of [92]. This holds in every space dimension with the desired norms and the desired order in $R$. The only shortcoming of this result is that the bounding constant still depends on the product $\omega R$ but this dependence is not explicit. We report this result in Theorem 2.3.11.
Summarizing: we are able to prove interior estimates for homogeneous Helmholtz solutions with sharp order in $R$ in two fashions. Theorem 2.3.11 works in any space dimension and with only the $L^{2}$-norm on the right-hand side. Lemma 2.3.12 works only in low space dimensions and with different norms but the constant in front of the estimates is explicit in $\omega R$. Both techniques, however, allow to prove the final best approximation results we are looking for with the same order and in the same norms.
2. Vekua's theory for the Helmholtz operator

Theorem 2.3.11. (Interior estimates for Helmholtz solutions, version 1). ${ }^{3}$ For every $N \geq 2$, let $u \in H^{1}\left(B_{R}\left(\mathbf{x}_{0}\right)\right)$ be a solution of the homogeneous Helmholtz equation. Then there exists a constant $C>0$ depending only on the product $\omega R$ and the dimension $N$, such that

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(B_{\frac{R}{2}}\left(\mathbf{x}_{0}\right)\right)} \leq C(\omega R, N) R^{-\frac{N}{2}}\|u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)} . \tag{2.31}
\end{equation*}
$$

Lemma 2.3.12. (Interior estimates for Helmholtz solutions, version 2). Let the function $u \in H^{1}\left(B_{R}\left(\mathbf{x}_{0}\right)\right)$ be a solution of the inhomogeneous Helmholtz equation

$$
-\Delta u-\omega^{2} u=f,
$$

with $f \in H^{1}\left(B_{R}\left(\mathbf{x}_{0}\right)\right)$. Then there exists a constant $C>0$ depending only on the space dimension $N$ such that

$$
\begin{align*}
\|u\|_{L^{\infty}\left(B_{\frac{R}{2}}\left(\mathbf{x}_{0}\right)\right)} \leq & C R^{-1}\left(\left(1+\omega^{2} R^{2}\right)\|u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}+R\|\nabla u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}\right.  \tag{2.32}\\
& \left.+R^{2}\|f\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}\right) \quad \text { for } N=2, \\
\|u\|_{L^{\infty}\left(B_{\frac{R}{2}}\left(x_{0}\right)\right)} \leq & C R^{-\frac{N}{2}}\left(\left(1+\omega^{2} R^{2}\right)\left(\|u\|_{0, B_{R}\left(x_{0}\right)}+R\|\nabla u\|_{0, B_{R}\left(x_{0}\right)}\right)\right.  \tag{2.33}\\
& \left.+R^{2}\|f\|_{0, B_{R}\left(x_{0}\right)}+R^{3}\|\nabla f\|_{0, B_{R}\left(x_{0}\right)}\right) \quad \text { for } N=3,4,5, \\
\|\nabla u\|_{L^{\infty}\left(B_{\frac{R}{2}}\left(\mathbf{x}_{0}\right)\right)} \leq & C R^{-\frac{N}{2}}\left(\omega^{2} R\|u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}+\left(1+\omega^{2} R^{2}\right)\|\nabla u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}\right.  \tag{2.34}\\
& \left.+R\|f\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}+R^{2}\|\nabla f\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}\right) \quad \text { for } N=2,3 .
\end{align*}
$$

Remark 2.3.13. In the homogeneous case, i.e., $f=0$, Lemma 2.3 .12 reads as follows. Let $u \in H^{1}\left(B_{R}\left(\mathbf{x}_{0}\right)\right)$ be a solution of the homogeneous Helmholtz equation. Then there exists a constant $C>0$ depending only on the space dimension $N$ such that for

$$
\begin{align*}
& N=2,3,4,5: \\
& \|u\|_{L^{\infty}\left(B_{\frac{R}{2}}\left(\mathbf{x}_{0}\right)\right)} \leq C R^{-\frac{N}{2}}\left(1+\omega^{2} R^{2}\right)\left(\|u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}+R\|\nabla u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}\right),  \tag{2.35}\\
& \quad N=2,3: \\
& \|\nabla u\|_{L^{\infty}\left(B_{\frac{R}{2}}\left(\mathbf{x}_{0}\right)\right)} \leq C R^{-\frac{N}{2}}\left(\omega^{2} R\|u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}+\left(1+\omega^{2} R^{2}\right)\|\nabla u\|_{0, B_{R}\left(\mathbf{x}_{0}\right)}\right) . \tag{2.36}
\end{align*}
$$

Proof of Lemma 2.3.12. It is enough to bound $\left|u\left(\mathbf{x}_{0}\right)\right|$ and $\left|\nabla u\left(\mathbf{x}_{0}\right)\right|$, because for all $\mathrm{x} \in B_{\frac{R}{2}}\left(\mathrm{x}_{0}\right)$ we can repeat the proof using $B_{\frac{R}{2}}(\mathbf{x})$ instead of $B_{R}\left(\mathrm{x}_{0}\right)$ with the same constants. We can also fix $\mathbf{x}_{0}=\mathbf{0}$.

[^4]Let $\varphi: \mathbb{R}^{+} \rightarrow[0,1]$ be a smooth cut-off function such that

$$
\varphi(r)= \begin{cases}1 & |r| \leq \frac{1}{4} \\ 0 & |r| \geq \frac{3}{4}\end{cases}
$$

and $\varphi_{R}: \mathbb{R}^{N} \rightarrow[0,1], \varphi_{R}(\mathbf{x}):=\varphi\left(\frac{|\mathrm{x}|}{R}\right)$. Then

$$
\nabla \varphi_{R}(\mathbf{x})=\varphi^{\prime}\left(\frac{|\mathbf{x}|}{R}\right) \frac{\mathrm{x}}{R|\mathbf{x}|}, \quad \Delta \varphi_{R}(\mathbf{x})=\frac{1}{R^{2}} \varphi^{\prime \prime}\left(\frac{|\mathbf{x}|}{R}\right)+\frac{N-1}{R|\mathbf{x}|} \varphi^{\prime}\left(\frac{|\mathbf{x}|}{R}\right)
$$

We define the average of $u$ and two auxiliary functions on $B_{R}$ :

$$
\begin{gathered}
\bar{u}:=\frac{1}{\left|B_{R}\right|} \int_{B_{R}} u(\mathbf{y}) \mathrm{d} \mathbf{y} \\
g(\mathbf{x}):=u(\mathbf{x}) \varphi_{R}(\mathbf{x}), \quad \bar{g}(\mathbf{x}):=(u(\mathbf{x})-\bar{u}) \varphi_{R}(\mathbf{x})
\end{gathered}
$$

their Laplacians are:

$$
\begin{aligned}
\tilde{f}(\mathbf{x}):= & \tilde{f}_{1}(\mathbf{x})+\tilde{f}_{2}(\mathbf{x})+\tilde{f}_{3}(\mathbf{x}):=-\Delta g(\mathbf{x}) \\
= & -\left[\frac{1}{R^{2}} \varphi^{\prime \prime}\left(\frac{|\mathbf{x}|}{R}\right)+\frac{N-1}{R|\mathbf{x}|} \varphi^{\prime}\left(\frac{\mathbf{x} \mid}{R}\right)\right] u(\mathbf{x})-2 \varphi^{\prime}\left(\frac{|\mathbf{x}|}{R}\right) \frac{\mathbf{x}}{R|\mathbf{x}|} \cdot \nabla u(\mathbf{x}) \\
& +\varphi\left(\frac{|\mathbf{x}|}{R}\right)\left(\omega^{2} u(\mathbf{x})+f(\mathbf{x})\right), \\
\bar{f}(\mathbf{x}):= & \bar{f}_{1}(\mathbf{x})+\bar{f}_{2}(\mathbf{x})+\bar{f}_{3}(\mathbf{x}):=-\Delta \bar{g}(\mathbf{x}) \\
= & -\left[\frac{1}{R^{2}} \varphi^{\prime \prime}\left(\frac{|\mathbf{x}|}{R}\right)+\frac{N-1}{R|\mathbf{x}|} \varphi^{\prime}\left(\frac{\mathbf{x} \mid}{R}\right)\right](u(\mathbf{x})-\bar{u})-2 \varphi^{\prime}\left(\frac{|\mathbf{x}|}{R}\right) \frac{\mathbf{x}}{R|\mathbf{x}|} \cdot \nabla u(\mathbf{x}) \\
& +\varphi\left(\frac{|\mathbf{x}|}{R}\right)\left(\omega^{2} u(\mathbf{x})+f(\mathbf{x})\right) .
\end{aligned}
$$

The fundamental solution formula for Poisson equation states that, if $a$ is solution of $-\Delta a=b$ in $\mathbb{R}^{N}$, then

$$
a(\mathbf{x})=\int_{\mathbb{R}^{N}} \Phi(\mathbf{x}-\mathbf{y}) b(\mathbf{y}) \mathrm{d} \mathbf{y}, \quad \text { with } \quad \Phi(\mathbf{x})= \begin{cases}-\frac{1}{2 \pi} \log |\mathbf{x}| & N=2  \tag{2.37}\\ \frac{|\mathbf{x}|^{2-N}}{N(N-2)\left|B_{1}\right|} & N \geq 3\end{cases}
$$

The identity (2.37) holds for all $b \in L^{2}\left(B_{R}\right)$, thanks to Theorem 9.9 of [92]. We notice that

$$
|\nabla \Phi(\mathbf{x})|=\left|-\frac{1}{N\left|B_{1}\right|} \frac{\mathbf{x}}{|\mathbf{x}|^{N}}\right|=\frac{1}{N\left|B_{1}\right|}|\mathbf{x}|^{1-N} \quad \forall N \geq 2
$$

We start by bounding $|u(\mathbf{0})|$ for $N=2$. In this case, it is easy to see that, for all $R>0$, we have

$$
\begin{equation*}
\int_{B_{R}}(\log |\mathbf{x}|-\log R)^{2} \mathrm{~d} \mathbf{x}=\frac{\pi}{2} R^{2} \tag{2.38}
\end{equation*}
$$

2. Vekua's theory for the Helmholtz operator

We note that from the divergence theorem

$$
\int_{B_{R}} \tilde{f}(\mathbf{y}) \mathrm{d} \mathbf{y}=-\int_{B_{R}} \Delta g(\mathbf{y}) \mathrm{d} \mathbf{y}=-\int_{\partial B_{R}} \nabla g(s) \cdot \mathbf{n} \mathrm{d} s=0
$$

because $g \equiv 0$ in $\mathbb{R}^{2} \backslash B_{\frac{3}{4} R}$ and, since $\tilde{f}=0$ outside $B_{\frac{3}{4} R}$ then $\tilde{f}$ has zero mean value in the whole $\mathbb{R}^{2}$.
We apply (2.37) with $a=g$ and $b=\tilde{f}$; using the Cauchy-Schwarz inequality, the identity (2.38) and the fact that $\tilde{f}$ has zero mean value in $\mathbb{R}^{2}$, we obtain:

$$
\begin{aligned}
|u(\mathbf{0})| & =|g(\mathbf{0})|=\left|-\frac{1}{2 \pi} \int_{\mathbb{R}^{2}}(\log |\mathbf{y}|-\log R) \tilde{f}(\mathbf{y}) \mathrm{d} \mathbf{y}\right| \leq \frac{1}{2 \pi} \sqrt{\frac{\pi}{2}} R\|\tilde{f}\|_{0, B_{\frac{3}{4} R}} \\
& \leq C_{N, \varphi} R\left(\frac{1}{R^{2}}\|u\|_{0, B_{R}}+\frac{1}{R}\|\nabla u\|_{0, B_{R}}+\omega^{2}\|u\|_{0, B_{R}}+\|f\|_{0, B_{R}}\right),
\end{aligned}
$$

where the constant $C_{N, \varphi}$ depends only on $N$ and $\varphi$; in the last step we have used the definition of $\tilde{f}$ and the fact that $\varphi^{\prime}\left(\frac{\mathbf{x} \mid}{R}\right)=0$ in $B_{\frac{R}{4}}$. The estimate (2.32) easily follows.

Proving all the other bounds (on $|u(\mathbf{0})|$ for $N>2$ and on $|\nabla u(\mathbf{0})|$ for $N \geq 2$ ) is more involved. We fix $p, p^{\prime}>1$ such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$. For $\alpha>0$, we calculate

$$
\begin{align*}
\left\||\mathbf{y}|^{\alpha}\right\|_{L^{p^{\prime}}\left(B_{R}\right)} & =\left(\int_{\mathbb{S}^{N-1}} \int_{0}^{R} r^{\alpha p^{\prime}} r^{N-1} \mathrm{~d} r \mathrm{~d} S\right)^{\frac{1}{p^{\prime}}}  \tag{2.39}\\
& =\left(\frac{\left|\mathbb{S}^{N-1}\right|}{\alpha p^{\prime}+N}\right)^{\frac{1}{p^{\prime}}} R^{\alpha+\frac{N}{p^{\prime}}}=C_{N, p^{\prime}, \alpha} R^{\alpha+N-\frac{N}{p}},
\end{align*}
$$

that holds if $\alpha p^{\prime}+N \neq 0$, that is equivalent to $(\alpha+N) p \neq N$, for every $N \geq 2$. We compute also

$$
\begin{align*}
\|\Phi\|_{L^{p}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)} & =C_{N, p}\left(\left|\mathbb{S}^{N-1}\right| \int_{\frac{1}{4} R}^{\frac{3}{4} R} r^{(2-N) p} r^{N-1} \mathrm{~d} r\right)^{\frac{1}{p}} \\
& =C_{N, p}\left|\mathbb{S}^{N-1}\right|^{\frac{1}{p}}\left(\left(\frac{3}{4} R\right)^{(2-N) p+N}-\left(\frac{1}{4} R\right)^{(2-N) p+N}\right)^{\frac{1}{p}} \\
& =C_{N, p} R^{2-N+\frac{N}{p}}, \tag{2.40}
\end{align*}
$$

for every $p \neq \frac{N}{N-2}, N \geq 3$, and the analogous

$$
\begin{align*}
\|\nabla \Phi\|_{L^{p}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)} & =C_{N, p}\left(\left|\mathbb{S}^{N-1}\right| \int_{\frac{1}{4} R}^{\frac{3}{4} R} r^{(1-N) p} r^{N-1} \mathrm{~d} r\right)^{\frac{1}{p}}  \tag{2.41}\\
& =C_{N, p} R^{1-N+\frac{N}{p}}
\end{align*}
$$

that holds for every $p \neq \frac{N}{N-1}, N \geq 2$.
For all $\psi \in H_{0}^{1}\left(B_{R}\right)$, using scaling arguments, the continuity of the Sobolev embeddings $H_{0}^{1}\left(B_{1}\right) \hookrightarrow L^{p}\left(B_{1}\right)$ which hold provided that $2 \leq p \leq \frac{2 N}{N-2}$, if
$N \geq 3$, and $2 \leq p<\infty$, if $N=2$ (see [2, Theorem 5.4,I,A-B]), and the Poincaré inequality, we obtain

$$
\begin{align*}
\|\psi\|_{L^{p}\left(B_{R}\right)} & =R^{\frac{N}{p}}\|\hat{\psi}\|_{L^{p}\left(B_{1}\right)} \leq C_{N, p} R^{\frac{N}{p}}\|\hat{\psi}\|_{1, B_{1}}  \tag{2.42}\\
& \leq C_{N, p} R^{\frac{N}{p}}\|\nabla \hat{\psi}\|_{0, B_{1}} \leq C_{N, p} R^{\frac{N}{p}+1-\frac{N}{2}}\|\nabla \psi\|_{0, B_{R}} .
\end{align*}
$$

Now we can estimate $u$ in the case $N \geq 3$. From the Hölder inequality for the pair of spaces $L^{p^{\prime}}, L^{p}, p>2$ (thus, $p^{\prime}<2$ ), and the fact that $\tilde{f}_{1} \equiv \tilde{f}_{2} \equiv 0$ in $B_{\frac{1}{4} R}$ (see the definition of $\tilde{f}$ ), we can write

$$
\begin{aligned}
|u(\mathbf{0})| & =|g(\mathbf{0})|=\left|\int_{\mathbb{R}^{N}} \Phi(\mathbf{x}) \tilde{f}(\mathbf{x}) \mathrm{d} \mathbf{x}\right| \\
& \leq\|\Phi\|_{L^{p}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)}\left\|\tilde{f}_{1}+\tilde{f}_{2}\right\|_{L^{p^{\prime}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)}}+\|\Phi\|_{L^{p^{\prime}\left(B_{R}\right)}}\left\|\tilde{f}_{3}\right\|_{L^{p}\left(B_{R}\right)} .
\end{aligned}
$$

Using (2.40) to bound the $L^{p}$-norm of $\Phi$, the continuity of the embedding of $L^{p^{\prime}}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)$ into $L^{2}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)$ (recall that $1<p^{\prime}<2$ ) with constant $\left|B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}$ for the norm of $\tilde{f}_{1}+\tilde{f}_{2}$, the definition (2.37) of $\Phi$ and (2.39) with $\alpha=2-N$, which requires $p>\frac{N}{2}$, to bound the $L^{p^{\prime}}$-norm of $\Phi$, and finally (2.42), which requires $2 \leq p \leq \frac{2 N}{N-2}$, to bound the norm of $\tilde{f}_{3}$ (recall that $\tilde{f}_{3} \in H_{0}^{1}\left(B_{R}\right)$ ), we have

$$
\begin{aligned}
|u(\mathbf{0})| \leq & C_{N, p} R^{2-N+\frac{N}{p}}\left|B_{\frac{3}{4} R}\right|^{\frac{1}{p^{\prime}}-\frac{1}{2}}\left\|\tilde{f}_{1}+\tilde{f}_{2}\right\|_{0, B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}} \\
& +C_{N, p} R^{2-\frac{N}{p}} R^{\frac{N}{p}+1-\frac{N}{2}}\left\|\nabla \tilde{f}_{3}\right\|_{0, B_{R}}
\end{aligned}
$$

Finally, using the definitions of the $\tilde{f}_{i}$ 's, $\left|\nabla \varphi_{R}\right| \leq \frac{1}{R} C_{\varphi}$ and $\frac{1}{p}+\frac{1}{p^{\prime}}=1$ we obtain

$$
\begin{aligned}
& |u(\mathbf{0})| \leq C_{N, p, \varphi} R^{2-N+\frac{N}{p}} R^{\frac{N}{p^{\prime}}-\frac{N}{2}}\left(\frac{1}{R^{2}}\|u\|_{0, B_{R}}+\frac{1}{R}\|\nabla u\|_{0, B_{R}}\right) \\
& +C_{N, p, \varphi} R^{3-\frac{N}{2}}\left(\omega^{2}\|\nabla u\|_{0, B_{R}}+\|\nabla f\|_{0, B_{R}}+\frac{1}{R} \omega^{2}\|u\|_{0, B_{R}}+\frac{1}{R}\|f\|_{0, B_{R}}\right) \\
& \leq C_{N, p, \varphi} R^{-\frac{N}{2}}\left(\left(1+\omega^{2} R^{2}\right)\|u\|_{0, B_{R}}+R\left(1+\omega^{2} R^{2}\right)\|\nabla u\|_{0, B_{R}}\right. \\
& \left.+R^{2}\|f\|_{0, B_{R}}+R^{3}\|\nabla f\|_{0, B_{R}}\right)
\end{aligned}
$$

The previous argument for bounding $|u(\mathbf{0})|$ requires that there exists $p$ such that $\frac{N}{2}<p \leq \frac{2 N}{N-2}$, which is possible only if $N<6$; this is the reason of the upper bound on the space dimension in the statement.

In order to conclude this proof, we have to estimate $|\nabla u(\mathbf{0})|$. We use the same technique as before, after differentiating the relation (2.37) with $a=\bar{g}$ and $b=\bar{f}$. For every $N \geq 2$, thanks to (2.41), the embedding of $L^{p^{\prime}}\left(B_{\frac{3}{4} R} \backslash\right.$ $\left.B_{\frac{1}{4} R}\right)$ into $L^{2}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)$, (2.39) with $\alpha=1-N$ and (2.42), that require
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$N<p \leq \frac{2 N}{N-2}$, we have

$$
\begin{aligned}
|\nabla u(\mathbf{0})|= & |\nabla \bar{g}(\mathbf{0})|=\left|\int_{\mathbb{R}^{N}} \nabla \Phi(\mathbf{x}) \bar{f}(\mathbf{x}) \mathrm{d} \mathbf{x}\right| \\
\leq & \|\nabla \Phi\|_{L^{p}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)}\left\|\bar{f}_{1}+\bar{f}_{2}\right\|_{L^{p^{\prime}}\left(B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}\right)} \\
& +\|\nabla \Phi\|_{L^{p^{\prime}}\left(B_{R} R\right.}\left\|\bar{f}_{3}\right\|_{L^{p}\left(B_{R}\right)} \\
\leq & C_{N, p} R^{1-N+\frac{N}{p}} \left\lvert\, B_{\frac{3}{4} R} R^{\frac{1}{p^{\prime}}-\frac{1}{2}}\left\|\bar{f}_{1}+\bar{f}_{2}\right\|_{0, B_{\frac{3}{4} R} \backslash B_{\frac{1}{4} R}}\right. \\
& +C_{N, p} R^{1-\frac{N}{p}} R^{\frac{N}{p}+1-\frac{N}{2}}\left\|\nabla \tilde{f}_{3}\right\|_{0, B_{R}} .
\end{aligned}
$$

By using the Poincaré-Wirtinger inequality, whose constant scales with $R$, to bound $\|u-\bar{u}\|_{0, B_{R}}$, we obtain

$$
\begin{aligned}
|\nabla u(\mathbf{0})| \leq & C_{N, p, \varphi} R^{-1-\frac{N}{2}}\left(R^{-2}\|u-\bar{u}\|_{0, B_{R}}+R^{-1}\|\nabla u\|_{0, B_{R}}\right) \\
& +C_{N, p, \varphi} R^{2-\frac{N}{2}}\left(R^{-1}\left\|\omega^{2} u+f\right\|_{0, B_{R}}+\left\|\nabla\left(\omega^{2} u+f\right)\right\|_{0, B_{R}}\right) \\
\leq & C_{N, p, \varphi} R^{-\frac{N}{2}}\left(\omega^{2} R\|u\|_{0, B_{R}}+\left(1+\omega^{2} R^{2}\right)\|\nabla u\|_{0, B_{R}}\right. \\
& \left.+R\|f\|_{0, B_{R}}+R^{2}\|\nabla f\|_{0, B_{R}}\right),
\end{aligned}
$$

The requirement that there exists $p$ such that $N<p \leq \frac{2 N}{N-2}$ can be satisfied only if $N<4$.

Remark 2.3.14. Lemma 2.3.12 is the only result in this chapter which we are not able to generalize to every space dimensions $N \geq 2$. This is because in its proof we make use of a pair of conjugate exponents $p$ and $p^{\prime}$ such that the fundamental solution $\Phi$ of the Laplace equation (together with its gradient) belongs to $L^{p^{\prime}}\left(B_{R}\right)$ and, at the same time, $H^{1}\left(B_{R}\right)$ is continuously embedded in $L^{p}\left(B_{R}\right)$. This requirement yields the upper bounds on the space dimension we have required in the statement of Lemma 2.3.12.
Combining the results of the previous lemmas, we can now prove Theorem 2.3.1.

Proof of Theorem 2.3.1. We start by proving the continuity bound (2.9) for $V_{1}$. For every $j \in \mathbb{N}, N \geq 2, \phi \in \mathcal{H}^{j}(D)$, inserting (2.23) and (2.26) into (2.15) with $\xi=1$, we have

$$
\begin{aligned}
\left|V_{1}[\phi]\right|_{j, D} \leq & {\left[2|\phi|_{j, D}^{2}+2(1+j)^{3 N-2} e^{2 j} \sum_{k=0}^{j} \omega^{2(j-k)}\left(j-k+(\omega h)^{2}\right)^{2}\right.} \\
& \left.\cdot\left(\left(\frac{2}{\rho}\right)^{N-1}|\phi|_{k, D}^{2}+\left(\frac{\rho}{2}\right)^{2 k+1} \frac{|D|}{2 k+1} \sum_{|\boldsymbol{\beta}|=k}\left\|D^{\boldsymbol{\beta}} \phi\right\|_{L^{\infty}\left(B_{\frac{\rho h}{2}}\right)}^{2}\right)\right]^{\frac{1}{2}}
\end{aligned}
$$

Then, using the interior estimates (2.28), we get

$$
\left|V_{1}[\phi]\right|_{j, D} \leq C_{N}(1+j)^{\frac{3}{2} N-1+1} e^{j}\left(1+(\omega h)^{2}\right)
$$

$$
\begin{aligned}
& \quad \cdot\left[\sum_{k=0}^{j} \omega^{2(j-k)}\left(\rho^{1-N}+\rho^{2 k+1} \frac{|D|}{(\rho h)^{N}}\right)|\phi|_{k, D}^{2}\right]^{\frac{1}{2}} \\
& \leq C_{N} \rho^{\frac{1-N}{2}}(1+j)^{\frac{3}{2} N} e^{j}\left(1+(\omega h)^{2}\right)\|\phi\|_{j, \omega, D},
\end{aligned}
$$

by the definition of weighted Sobolev norms (0.2), and because $|D| \leq h^{N}$ and $\rho<1$. The constant $C_{N}$ depends only on the dimension $N$ of the space. Passing from the seminorms to the complete Sobolev norms gives an extra coefficient $(1+j)^{1 / 2}$ and the bound (2.9) follows.

In order to prove the continuity bound (2.10) for $V_{2}$, we proceed similarly. For every $j \in \mathbb{N}, N \geq 2, u \in \mathcal{H}_{\omega}^{j}(D)$, inserting (2.24) and (2.26) into (2.15) with $\xi=2$, we have

$$
\begin{aligned}
&\left|V_{2}[u]\right|_{j, D} \leq {\left[2|u|_{j, D}^{2}+2(1+j)^{3 N-2} e^{2 j} \sum_{k=0}^{j} \omega^{2(j-k)}(1+\omega h)^{2} e^{\frac{3}{2}(1-\rho) \omega h}\right.} \\
&\left.\cdot\left(\left(\frac{2}{\rho}\right)^{N-1}|u|_{k, D}^{2}+\left(\frac{\rho}{2}\right)^{2 k+1} \frac{|D|}{2 k+1} \sum_{|\boldsymbol{\beta}|=k}\left\|D^{\boldsymbol{\beta}} u\right\|_{L^{\infty}\left(B_{\frac{\rho h}{2}}^{2}\right.}^{2}\right)\right]^{\frac{1}{2}} \\
& \stackrel{(2.31)}{\leq} C(N, \omega h, \omega \rho h)(1+j)^{\frac{3}{2} N-1} e^{j} \\
& \cdot\left[\sum_{k=0}^{j} \omega^{2(j-k)}\left(\rho^{1-N}+\rho^{2 k+1} \frac{|D|}{(\rho h)^{N}}\right)|u|_{k, D}^{2}\right]^{\frac{1}{2}} \\
& \leq C(N, \omega h, \rho)(1+j)^{\frac{3}{2} N-1} e^{j}\|u\|_{j, \omega, D} .
\end{aligned}
$$

Again, passing from the seminorms to the complete Sobolev norms gives an extra coefficient $(1+j)^{1 / 2}$ and the bound (2.10) follows.

Now we proceed by proving the bounds (2.11), (2.12) and (2.14) for $V_{2}$ with constants depending only on $N$.
For the continuity bound (2.11) for the $V_{2}$ operator from $H^{1}(D)$ to $L^{2}(D)$, we repeat the same reasoning as above. If $u \in \mathcal{H}_{\omega}^{1}(D), N=2, \ldots, 5$, using the definition of $V_{2},(2.19),(2.26)$ and (2.35), we have

$$
\begin{aligned}
\left\|V_{2}[u]\right\|_{0, D} \leq & {\left[2\|u\|_{0, D}^{2}+2\left\|M_{2}\right\|_{L^{\infty}(D \times[0,1])}^{2} \int_{0}^{1} \int_{D}|u(t \mathbf{x})|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t\right]^{\frac{1}{2}} } \\
\leq & {\left[2\|u\|_{0, D}^{2}+2\left(\frac{(\omega h)^{2}}{4} e^{\frac{1}{2}(1-\rho) \omega h}\right)^{2}\left[\left(\frac{2}{\rho}\right)^{N-1}\|u\|_{0, D}^{2}\right.\right.} \\
& \left.\left.+\frac{\rho}{2}|D|\left(C_{N}(\rho h)^{-\frac{N}{2}}\left(1+(\omega \rho h)^{2}\right)\left(\|u\|_{0, D}+\rho h\|\nabla u\|_{0, D}\right)\right)^{2}\right]\right]^{\frac{1}{2}} \\
\leq & C_{N} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}\left(\|u\|_{0, D}+\rho h\|\nabla u\|_{0, D}\right)
\end{aligned}
$$

which immediately gives (2.11).
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Let us now prove (2.12). To this end, given a multi-index $\boldsymbol{\beta} \in \mathbb{N}^{N}$, we need to bound $\left\|D^{\boldsymbol{\beta}} u\right\|_{L^{\infty}\left(B_{\frac{p h}{2}}\right)}$. If $|\boldsymbol{\beta}|=0$, for $N=2,3,4,5$, we simply use (2.35) and get

$$
\begin{align*}
\left\|D^{\boldsymbol{\beta}} u\right\|_{L^{\infty}\left(B_{\frac{\rho h}{2}}\right)} & =\|u\|_{L^{\infty}\left(B_{\frac{\rho h}{2}}\right)}  \tag{2.43}\\
& \leq C_{N}(\rho h)^{-\frac{N}{2}}\left(1+\omega^{2} \rho^{2} h^{2}\right)\left(\|u\|_{0, D}+\rho h\|\nabla u\|_{0, D}\right)
\end{align*}
$$

If $|\boldsymbol{\beta}|=j \geq 1$, we note that there exists another multi-index $\boldsymbol{\alpha} \in \mathbb{N}^{N}$ of length $|\boldsymbol{\alpha}|=j-1$, such that for $N=2,3$ and $u \in \mathcal{H}_{\omega}^{j}(D)$ it holds

$$
\begin{align*}
\left\|D^{\boldsymbol{\beta}} u\right\|_{L^{\infty}\left(B_{\left.\frac{\rho h}{2}\right)}\right.} & \leq\left\|\nabla D^{\boldsymbol{\alpha} u}\right\|_{L^{\infty}\left(B_{\frac{\rho h}{2}}^{2}\right.}  \tag{2.44}\\
& \leq C_{N}(\rho h)^{-\frac{N}{2}}\left(\omega^{2} \rho h\left\|D^{\alpha} u\right\|_{0, D}+\left(1+(\omega \rho h)^{2}\right)\left\|\nabla D^{\alpha} u\right\|_{0, D}\right),
\end{align*}
$$

thanks to (2.36). Notice that the restriction to $N=2,3$ in this proof is due to the use of (2.36). Again, inserting (2.24) and (2.26) into (2.15) with $\xi=2$ gives

$$
\begin{aligned}
\left|V_{2}[u]\right|_{j, D} \leq & C_{N}\left[|u|_{j, D}^{2}+(1+j)^{3 N-2} e^{2 j} \sum_{k=0}^{j} \omega^{2(j-k)}(1+\omega h)^{2} e^{\frac{3}{2}(1-\rho) \omega h}\right. \\
& \left.\cdot\left(\rho^{1-N}|u|_{k, D}^{2}+\rho^{2 k+1}|D| \sum_{|\boldsymbol{\beta}|=k}\left\|D^{\boldsymbol{\beta}} u\right\|_{L^{\infty}\left(B_{\frac{h}{2}}^{2}\right.}^{2}\right)\right]^{\frac{1}{2}} \\
\leq & C_{N}(1+j)^{\frac{3}{2} N-1} e^{j}(1+\omega h) e^{\frac{3}{4}(1-\rho) \omega h} \\
& \cdot\left[\sum_{k=0}^{j} \omega^{2(j-k)}\left(\rho^{1-N}|u|_{k, D}^{2}+\rho^{2 k+1}|D| \sum_{|\boldsymbol{\beta}|=k}\left\|D^{\boldsymbol{\beta}} u\right\|_{L^{\infty}\left(B_{\left.\frac{\rho h}{2}\right)}\right.}^{2}\right)\right]^{\frac{1}{2}}
\end{aligned}
$$

and thus, as a consequence of (2.43) and (2.44), we obtain

$$
\begin{aligned}
& \left\lvert\, V_{2}[u]_{j, D} \leq C_{N}(1+j)^{\frac{3}{2} N-1} e^{j}(1+\omega h) e^{\frac{3}{4}(1-\rho) \omega h}\right. \\
& \cdot\left[\omega^{2 j} \rho^{1-N}\left(\|u\|_{0, D}^{2}+\frac{|D|}{h^{N}}\left(1+\omega^{2} \rho^{2} h^{2}\right)^{2}\left(\|u\|_{0, D}+\rho h\|\nabla u\|_{0, D}\right)^{2}\right)\right. \\
& \quad+\sum_{k=1}^{j} \omega^{2(j-k)} \rho^{1-N}\left(|u|_{k, D}^{2}+\rho^{2 k}\binom{N+k-1}{N-1} \frac{|D|}{h^{N}}\right. \\
& \left.\left.\quad \cdot\left(\omega^{2} \rho h|u|_{k-1, D}+\left(1+\omega^{2} \rho^{2} h^{2}\right)|u|_{k, D}\right)^{2}\right)\right]^{\frac{1}{2}} \\
& \leq \\
& \quad \cdot C_{N}(1+j)^{\frac{3}{2} N-1} \rho^{\frac{1-N}{2}} e^{j}(1+\omega h) e^{\frac{3}{4}(1-\rho) \omega h} \\
& \quad\left[\omega^{2 j}\left(1+\omega^{2} h^{2}\right)^{2}\left(\|u\|_{0, D}+h\|\nabla u\|_{0, D}\right)^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\sum_{k=1}^{j} \omega^{2(j-k)}(1+k)^{N-1}\left(\omega^{2} h|u|_{k-1, D}+\left(1+\omega^{2} h^{2}\right)|u|_{k, D}\right)^{2}\right]^{\frac{1}{2}} \\
\leq & C_{N}(1+j)^{2 N-\frac{3}{2}} \rho^{\frac{1-N}{2}} e^{j}(1+\omega h) e^{\frac{3}{4}(1-\rho) \omega h} \\
\cdot & {\left[\left(1+(\omega h)^{2}\right)^{2} \omega^{2 j}\|u\|_{0, D}^{2}+\left((\omega h)^{2}+(\omega h)^{6}\right) \omega^{2(j-1)}|u|_{1, D}^{2}\right.} \\
& \left.+(\omega h)^{2} \sum_{k=1}^{j} \omega^{2(j-k+1)}|u|_{k-1, D}^{2}+\left(1+(\omega h)^{2}\right)^{2} \sum_{k=1}^{j} \omega^{2(j-k)}|u|_{k, D}^{2}\right]^{\frac{1}{2}} \\
\leq & C_{N}(1+j)^{2 N-\frac{3}{2}} \rho^{\frac{1-N}{2}} e^{j}\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{j, \omega, D},
\end{aligned}
$$

where the binomial coefficient comes from the number of the multi-indices $\boldsymbol{\beta}$ of length $|\boldsymbol{\beta}|=k$ and is bounded by (B.10). As before, passing from the seminorms to the complete Sobolev norms gives an extra coefficient $(1+j)^{1 / 2}$ and the bound (2.12) follows.
Finally, we prove the continuity of $V_{1}$ and $V_{2}$ in the $L^{\infty}$-norm stated in Equations (2.13), (2.14). Thanks to the definition of $V_{1}$ and $V_{2}$ and the bounds (2.16) and (2.19), we have

$$
\begin{aligned}
\left\|V_{1}[\phi]\right\|_{L^{\infty}(D)} & \leq\left(1+\left\|M_{1}\right\|_{L^{\infty}(D \times[0,1])}\right)\|\phi\|_{L^{\infty}(D)} \\
& \leq\left(1+\frac{((1-\rho) \omega h)^{2}}{4}\right)\|\phi\|_{L^{\infty}(D)}, \\
\left\|V_{2}[u]\right\|_{L^{\infty}(D)} & \leq\left(1+\frac{((1-\rho) \omega h)^{2}}{4} e^{\frac{1}{2}(1-\rho) \omega h}\right)\|u\|_{L^{\infty}(D)},
\end{aligned}
$$

that holds for every $\phi, u \in L^{\infty}(D)$ and for every $N \geq 2$. This proves (2.13) and (2.14), the proof of Theorem 2.3.1 is complete.

Remark 2.3.15. In Section 4.2 of [142] the continuity of the two-dimensional Vekua operators has been proved in Sobolev norms with (positive) non-integer regularity exponent $j$. The same result would immediately follow here, with constants explicitly depending on the problem parameters, if both the sequence of spaces $\mathcal{H}^{j}(D)$ of harmonic functions and the sequence of spaces $\mathcal{H}_{\omega}^{j}(D)$ of harmonic functions constituted Sobolev scales. In [128, Theorem 1.4], this is proved for $\mathcal{H}^{j}(D)$ (and for solutions of equations defined by general elliptic homogeneous operators) provided that the Sobolev spaces with non-integer regularity exponent are defined as restrictions of Bessel potential spaces $L_{s}^{p}\left(\mathbb{R}^{N}\right)$ (cf. [2, 7.59-7.66]). However, the analogous result for solutions of the Helmholtz equation seems not to be available.

### 2.4. Generalized harmonic polynomials

Our interest in Vekua's theory is motivated by its use in the derivation of approximation estimates for the solutions of the homogeneous Helmholtz equation by finite dimensional spaces of particular functions: the generalized harmonic polynomials.

Definition 2.4.1. A function $u \in C(\bar{D})$ is called a generalized harmonic polynomial of degree $L$ if its inverse Vekua transform $V_{2}[u]$ is a harmonic polynomial of degree $L$.

Thanks to the results of the previous sections, the generalized harmonic polynomials are solutions of the homogeneous Helmholtz equation with wavenumber $\omega$ and belong to $H^{k}(D)$ for every $k \in \mathbb{N}$, so they are also in $C^{\infty}(D)$.
Let $u$ be a solution to the homogeneous Helmholtz equation in $D$, and let $P_{L}$ be an approximation of the harmonic function $V_{2}[u]$ in the space of harmonic polynomials of degree at most $L$ in a suitable Sobolev norm, for which an estimate of the approximation error is available. Then, using the continuity of $V_{1}$ and $V_{2}$ given by (2.9) and (2.12), respectively, one can derive an approximation estimate for $u-V_{1}\left[P_{L}\right]$ ( $V_{1}\left[P_{L}\right]$ is a generalized harmonic polynomial) in a suitable $\omega$-weighted Sobolev norm (we will do this in Chapter 3). This also implies that, if $D$ is such that the harmonic polynomials are dense in $\mathcal{H}^{k}(D)$ for some $k$, then the generalized harmonic polynomials are dense in $\mathcal{H}_{\omega}^{k}(D)$, see Remark 3.3.5.
In order to explicitly write the generalized harmonic polynomials, we prove the following lemma.

Lemma 2.4.2. If $\phi \in C(D)$ is an $l$-homogeneous function with $l \in \mathbb{R}, l>-\frac{N}{2}$, i.e., there exists $g \in L^{2}\left(\mathbb{S}^{N-1}\right)$ such that

$$
\phi(\mathbf{x})=g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l} \quad \forall \mathbf{x} \in D
$$

then its Vekua transform is

$$
\begin{equation*}
V_{1}[\phi](\mathbf{x})=\Gamma\left(l+\frac{N}{2}\right)\left(\frac{2}{\omega}\right)^{l+\frac{N}{2}-1} g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{1-\frac{N}{2}} J_{l+\frac{N}{2}-1}(\omega|\mathbf{x}|) \quad \forall \mathbf{x} \in D \tag{2.45}
\end{equation*}
$$

Proof. Using the beta integral (B.6), we can directly compute the Vekua transform from the definition of $V_{1}$ :

$$
\begin{aligned}
V_{1}[\phi](\mathbf{x}) & =g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l}+\int_{0}^{1} g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)(|\mathbf{x}| t)^{l} M_{1}(\mathbf{x}, t) \mathrm{d} t \\
& =g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l}\left(1+\int_{0}^{1} t^{l} M_{1}(\mathbf{x}, t) \mathrm{d} t\right) \\
& =g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l}\left(1-\int_{0}^{1} t^{l+\frac{N}{2}-1} \sum_{j \geq 0} \frac{(-1)^{j}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 j+2}(1-t)^{j}}{j!(j+1)!} \mathrm{d} t\right) \\
& =g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l}\left(1-\sum_{j \geq 0} \frac{(-1)^{j}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 j+2}}{j!(j+1)!} \frac{\Gamma\left(l+\frac{N}{2}\right) \Gamma(j+1)}{\Gamma\left(l+\frac{N}{2}+j+1\right)}\right) \\
& \stackrel{k=j+1}{=} g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l}\left(1+\sum_{k \geq 1} \frac{(-1)^{k}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 k}}{k!\Gamma\left(l+\frac{N}{2}+k\right)} \Gamma\left(l+\frac{N}{2}\right)\right)
\end{aligned}
$$
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$$
\begin{aligned}
& =g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{l} \sum_{k \geq 0} \frac{(-1)^{k}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 k}}{k!\Gamma\left(l+\frac{N}{2}+k\right)} \Gamma\left(l+\frac{N}{2}\right) \\
& =\Gamma\left(l+\frac{N}{2}\right) g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{1-\frac{N}{2}}\left(\frac{2}{\omega}\right)^{l+\frac{N}{2}-1} \sum_{k \geq 0} \frac{(-1)^{k}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{2 k+l+\frac{N}{2}-1}}{k!\Gamma\left(l+\frac{N}{2}+k\right)} \\
& =\Gamma\left(l+\frac{N}{2}\right)\left(\frac{2}{\omega}\right)^{l+\frac{N}{2}-1} g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)|\mathbf{x}|^{1-\frac{N}{2}} J_{l+\frac{N}{2}-1}(\omega|\mathbf{x}|) .
\end{aligned}
$$

The condition $l>-\frac{N}{2}$ is necessary to ensure a finite value of the integral $\int_{0}^{1} t^{l+\frac{N}{2}-1}(1-t)^{j} \mathrm{~d} t$.

As a consequence, the general (non homogeneous) harmonic polynomial of degree $L$ and its Vekua transform can be written in terms of spherical harmonics and hyperspherical Bessel functions (see the Appendices B. 2 and B.4) as

$$
\begin{gather*}
P(\mathbf{x})=\sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m}|\mathbf{x}|^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right),  \tag{2.46}\\
V_{1}[P](\mathbf{x})=|\mathbf{x}|^{1-\frac{N}{2}} \sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \Gamma\left(l+\frac{N}{2}\right)\left(\frac{2}{\omega}\right)^{l+\frac{N}{2}-1} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) J_{l+\frac{N}{2}-1}(\omega|\mathbf{x}|) \\
=\left\{\begin{array}{lll}
2^{\frac{N}{2}-1} \sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \Gamma\left(l+\frac{N}{2}\right)\left(\frac{2}{\omega}\right)^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{\mid \mathbf{x}}\right) j_{l}^{N}(\omega|\mathbf{x}|) & N \text { even }, \\
\frac{2^{\frac{N-1}{2}}}{\sqrt{\pi}} \sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \Gamma\left(l+\frac{N}{2}\right)\left(\frac{2}{\omega}\right)^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) j_{l}^{N}(\omega|\mathbf{x}|) & N \text { odd. } .
\end{array}\right. \tag{2.47}
\end{gather*}
$$

If $N=2$, identifying $\mathbb{R}^{2}$ with the complex plane $\mathbb{C}$ and using the complex variable $z=r e^{i \psi}$, (2.45) gives directly

$$
\begin{align*}
P(z) & =\sum_{l=-L}^{L} a_{l} r^{|l|} e^{i l \psi},  \tag{2.48}\\
V_{1}[P](z) & =\sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} e^{i l \psi} J_{|l|}(\omega r) . \tag{2.49}
\end{align*}
$$

If $N=3$, we use the definition of spherical Bessel function (B.18) to get

$$
\begin{align*}
P(\mathbf{x}) & =\sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m}|\mathbf{x}|^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right),  \tag{2.50}\\
V_{1}[P](\mathbf{x}) & =\frac{2}{\sqrt{\pi}} \sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m} \Gamma\left(l+\frac{3}{2}\right)\left(\frac{2}{\omega}\right)^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) j_{l}(\omega|\mathbf{x}|)  \tag{2.51}\\
& =\sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m} \frac{(2 l+1)!}{l!}\left(\frac{1}{2 \omega}\right)^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) j_{l}(\omega|\mathbf{x}|),
\end{align*}
$$

where $\left\{Y_{l}^{m}\right\}_{m=-l, \ldots, l}$ are a basis of spherical harmonics of order $l$, and we have used the property (B.5). This means that the generalized harmonic polynomials in 2 D and 3 D are the well-known circular and spherical waves, respectively; they are often called Fourier-Bessel functions.
The Jacobi-Anger expansion, together with formula (2.49), can be used to compute the inverse Vekua transform of a two-dimensional plane wave with propagation direction $\mathbf{d}=(\cos \theta, \sin \theta)$ :

$$
\begin{aligned}
V_{2}\left[e^{i \omega \mathbf{x} \cdot \mathbf{d}}\right]\left(r e^{i \psi}\right) & \stackrel{(\mathrm{B} .34)}{=} V_{2}\left[\sum_{l \in \mathbb{Z}} i^{l} J_{l}(\omega r) e^{i l(\psi-\theta)}\right] \\
& \stackrel{(2.49)}{=} \sum_{l \in \mathbb{Z}} i^{l} \frac{1}{|l|!}\left(\frac{\omega r}{2}\right)^{|l|} e^{i l(\psi-\theta)} \\
& =\sum_{l \in \mathbb{N}} \frac{1}{l!}\left(\frac{i \omega r}{2} e^{i(\psi-\theta)}\right)^{l}+\sum_{l \in \mathbb{N}} \frac{1}{l!}\left(\frac{-i \omega r}{2} e^{-i(\psi-\theta)}\right)^{l}-1 \\
& =e^{i \frac{\omega r}{2} e^{i(\psi-\theta)}}+e^{-i \frac{\omega r}{2} e^{-i(\psi-\theta)}}-1 \\
& =e^{-i \frac{\omega r}{2} e^{-i(\psi-\theta)}}\left(e^{i \frac{\omega r}{2}\left(e^{i(\psi-\theta)}+e^{-i(\psi-\theta)}\right)}+1\right)-1 \\
& =e^{-i \frac{\omega r}{2} e^{-i(\psi-\theta)}}\left(e^{i \omega r \cos (\psi-\theta)}+1\right)-1 .
\end{aligned}
$$

The corresponding result in three dimensions is not fully explicit:

$$
\begin{aligned}
V_{2}\left[e^{i \omega \mathbf{x} \cdot \mathbf{d}}\right](\mathbf{x}) & \stackrel{(\mathrm{B} .35)}{=} V_{2}\left[4 \pi \sum_{l \in \mathbb{N}} i^{l} j_{l}(\omega|\mathbf{x}|) \sum_{m=-l}^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \overline{Y_{l}^{m}(\mathbf{d})}\right] \\
& \stackrel{(2.51)}{=} 4 \pi \sum_{l \in \mathbb{N}} i^{l} \frac{l!}{(2 l+1)!}(2 \omega|\mathbf{x}|)^{l} \sum_{m=-l}^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \overline{Y_{l}^{m}(\mathbf{d})} \\
& \stackrel{(\mathrm{B} .32)}{=} \sum_{l \in \mathbb{N}} \frac{l!}{(2 l)!}(2 i \omega|\mathbf{x}|)^{l} P_{l}\left(\frac{\mathbf{x}}{|\mathbf{x}|} \cdot \mathbf{d}\right) \quad \mathbf{x} \in \mathbb{R}^{3}, \mathbf{d} \in \mathbb{S}^{2},
\end{aligned}
$$

where $P_{l}$ is the Legendre polynomial of degree $l$ (see Appendix B.3).

### 2.4.1. Generalized harmonic polynomials as Herglotz functions

In this section, we define an important family of solutions of the homogeneous Helmholtz equation, the Herglotz functions (see [59, Def. 3.14]), and show that the generalized harmonic polynomials belong to this class. This result can be used to prove approximation properties of homogeneous Helmholtz solutions by plane waves, as it has been done in [142, Prop. 8.4.14].
Definition 2.4.3. Given a function $g \in L^{2}\left(\mathbb{S}^{N-1}\right)$ we define the Herglotz function $w_{g}$ with Herglotz kernel $g$ and wavenumber $\omega$ as the function in $C^{\infty}\left(\mathbb{R}^{N}\right)$ defined by

$$
\begin{equation*}
w_{g}(\mathbf{x}):=\int_{\mathbb{S}^{N-1}} g(\mathbf{d}) e^{i \omega \mathbf{x} \cdot \mathbf{d}} \mathrm{~d} S(\mathbf{d}) \quad \mathbf{x} \in \mathbb{R}^{N} \tag{2.52}
\end{equation*}
$$

2.4. Generalized harmonic polynomials

Figure 2.3.: The real and imaginary parts of the two-dimensional generalized harmonic polynomials $V_{1}\left[z^{l}\right], l=0, \ldots, 3, \omega=10$, in $[-1,1]^{2}$.






2. Vekua's theory for the Helmholtz operator

The Herglotz functions are entire solutions of the homogeneous Helmholtz equation. For $N=2$, if the kernel $g$ is a piecewise constant function, they are usually called "wave bands" (cf. [172, 188]).
It is known that the Herglotz functions are dense in $\mathcal{H}_{\omega}^{k}(\mathcal{D})$ with respect to the $H^{k}(\mathcal{D})$-norm or the $C^{\infty}(\mathcal{D})$ topology, whenever $\mathcal{D}$ is a $C^{k-1,1}$ domain; the proof is given in Theorem 2 of [201]. As already mentioned, if $\mathcal{D}$ is such that the harmonic polynomials are dense in $\mathcal{H}^{k}(\mathcal{D})$, then the generalized harmonic polynomials, which are Herglotz functions, are dense in $\mathcal{H}_{\omega}^{k}(\mathcal{D})$. This means that, for $k \geq 2$, we generalize the result of [201] to different assumptions on the domain $\mathcal{D}$; see Remark 3.3.5.
In Remark 6.2 .4 we will define the vector version of the Herglotz functions, and we will study their relation with Maxwell's equations.

Lemma 2.4.4. Let $P$ be a harmonic polynomial of degree $L \in \mathbb{N}$ in $\mathbb{R}^{2}$ or $\mathbb{R}^{N}$, $N \geq 3$, defined as in (2.48) or in (2.46), respectively. Then the corresponding generalized harmonic polynomial $V_{1}[P]$ is a Herglotz function $w_{g}$ with Herglotz kernel

$$
\begin{array}{ll}
g(\theta)=\sum_{l=-L}^{L} a_{l} \frac{|l|!}{2 \pi}\left(\frac{2}{i \omega}\right)^{|l|} e^{i l \theta} & N=2, \\
g(\mathbf{d})=\sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \frac{\Gamma\left(l+\frac{N}{2}\right)}{2 \pi^{\frac{N}{2}}}\left(\frac{2}{i \omega}\right)^{l} Y_{l}^{m}(\mathbf{d}) & N \geq 3,
\end{array}
$$

where $\left\{Y_{l}^{m}\right\}_{l \in \mathbb{N} ;} 1 \leq m \leq n(N, l)$ is any orthonormal basis of spherical harmonics (see B.4).

Proof. We only have to use the Jacobi-Anger expansions combined with the addition theorem for spherical harmonics, in two and $N$ dimensions (see Equations (B.34), (B.36)) to verify that the Herglotz functions with the kernels written above correspond to (2.49) and (2.47), respectively.
In two space dimensions with polar coordinates $z=r e^{i \psi}$ we have

$$
\begin{aligned}
w_{g}(z) & =\int_{0}^{2 \pi} \sum_{l=-L}^{L} a_{l} \frac{|l|!}{2 \pi}\left(\frac{2}{i \omega}\right)^{|l|} e^{i l \theta} e^{i \omega r(\cos \psi, \sin \psi) \cdot(\cos \theta, \sin \theta)} \mathrm{d} \theta \\
& =\sum_{l=-L}^{L} a_{l} \frac{|l|!}{2 \pi}\left(\frac{2}{i \omega}\right)^{|l|} \int_{0}^{2 \pi} e^{i l \theta} e^{i \omega r \cos (\psi-\theta)} \mathrm{d} \theta \\
& \stackrel{(\mathrm{~B} .34)}{=} \sum_{l=-L}^{L} a_{l} \frac{|l|!}{2 \pi}\left(\frac{2}{i \omega}\right)^{|l|} \int_{0}^{2 \pi} e^{i l \theta} \sum_{l^{\prime} \in \mathbb{Z}} i^{l^{\prime}} J_{l^{\prime}}(\omega r) e^{i l^{\prime}(\psi-\theta)} \mathrm{d} \theta \\
& =\sum_{l=-L}^{L} \sum_{l^{\prime} \in \mathbb{Z}} a_{l} l|l|! \\
2 \pi & \left(\frac{2}{i \omega}\right)^{|l|} i^{l^{\prime}} J_{l^{\prime}(\omega r)}\left(\omega r e^{i l \psi} \int_{0}^{2 \pi} e^{i\left(l-l^{\prime}\right) \theta} \mathrm{d} \theta\right. \\
& \stackrel{(\mathrm{B} .12)}{=} \sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} J_{|l|}(\omega r) e^{i l \psi} \stackrel{(2.49)}{=} V_{1}[P](z),
\end{aligned}
$$

### 2.4. Generalized harmonic polynomials

where in the second last step we have used the identity $\int_{0}^{2 \pi} e^{i\left(l-l^{\prime}\right) \theta} \mathrm{d} \theta=2 \pi \delta_{l, l^{\prime}}$. In the previous chain of equalities, we could exchange the order of summation and integration because the serie in $l^{\prime}$ converges uniformly and absolutely in $[0,2 \pi]$, thanks to (B.14).
In higher space dimensions $N$, we use the orthonormality of the spherical harmonics $\int_{\mathbb{S}^{N-1}} Y_{l}^{m} \overline{Y_{l^{\prime}}^{m^{\prime}}}=\delta_{l, l^{\prime}} \delta_{m, m^{\prime}} \mathrm{d} S(\mathbf{d})$ :

$$
\begin{aligned}
w_{g}(\mathbf{x}) & =\int_{\mathbb{S}^{N-1}} \sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \frac{\Gamma\left(l+\frac{N}{2}\right)}{2 \pi^{\frac{N}{2}}}\left(\frac{2}{i \omega}\right)^{l} Y_{l^{m}}^{m}(\mathbf{d}) e^{i \omega \mathbf{x} \cdot \mathbf{d}} \mathrm{~d} S(\mathbf{d}) \\
& \stackrel{(\mathrm{B} .36)}{=} \int_{\mathbb{S}^{N-1}} \sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \frac{\Gamma\left(l+\frac{N}{2}\right)}{2 \pi^{\frac{N}{2}}}\left(\frac{2}{i \omega}\right)^{l} Y_{l}^{m}(\mathbf{d}) \\
& \cdot \sum_{l^{\prime} \geq 0}^{n\left(N, l^{\prime}\right)} \sum_{m^{\prime}=1}(N-2)!!\left|\mathbb{S}^{N-1}\right| i^{l^{\prime}} j_{l^{\prime}}^{N}(\omega|\mathbf{x}|) Y_{l^{\prime}}^{m^{\prime}}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \overline{Y_{l^{\prime}} m^{\prime}(\mathbf{d})} \mathrm{d} S(\mathbf{d}) \\
& \stackrel{(\mathrm{B} .8)}{=} \frac{(N-2)!!}{\Gamma\left(\frac{N}{2}\right)} \sum_{l=0}^{L} \sum_{m=1}^{n(N, l)} a_{l, m} \Gamma\left(l+\frac{N}{2}\right)\left(\frac{2}{\omega}\right)^{l} Y_{l^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) j_{l}^{N}(\omega|\mathbf{x}|)} \\
& (2.47),(\mathrm{B} .7) \\
= & V_{1}[P](\mathbf{x}) .
\end{aligned}
$$

Lemma 2.4.4 also gives an easy formula to compute the Vekua transform of any Herglotz function $w_{g}$, given the expansion of its kernel $g$ in harmonics. In two dimensions, for $\left\{a_{l}\right\} \in \ell^{2}(\mathbb{Z}), r>0, \psi \in[0,2 \pi]$ and the usual identification between $\mathbb{R}^{2}$ and $\mathbb{C}$,

$$
\begin{aligned}
V_{2}\left[\int_{0}^{2 \pi} e^{i \omega \cos (\psi-\theta)}\right. & \left.\sum_{l \in \mathbb{Z}} a_{l} e^{i l \theta} \mathrm{~d} \theta\right]\left(r e^{i \psi}\right) \\
& =V_{2}\left[2 \pi \sum_{l \in \mathbb{Z}} a_{l} i^{i l \mid} J_{|l|}(\omega r) e^{i l \psi}\right]\left(r e^{i \psi}\right) \\
& =2 \pi \sum_{l \in \mathbb{Z}} a_{l} \frac{1}{|l|!}\left(\frac{i \omega r}{2}\right)^{|l|} e^{i l \psi} .
\end{aligned}
$$

Notice that $e^{i \omega \mathbf{x} \cdot \mathbf{d}}=e^{i \omega r(\cos \psi \cos \theta+\sin \psi \sin \theta)}=e^{i \omega \cos (\psi-\theta)}$ for every point $\mathbf{x}=$ $(r \cos \psi, r \sin \psi) \in \mathbb{R}^{2}$ and direction $\mathbf{d}=(\cos \theta, \sin \theta) \in \mathbb{S}^{1}$.
In higher dimensions $N \geq 3$, for every $\mathbf{x} \in \mathbb{R}^{N},\left\{a_{l, m}\right\} \in \ell^{2}(\{l \in \mathbb{N}, 0 \leq$ $m \leq n(N, l)\})$, we have the analogous formula

$$
\begin{aligned}
V_{2}\left[\int_{\mathbb{S}^{N-1}}\right. & \left.e^{i \omega \mathbf{x} \cdot \mathbf{d}} \sum_{l=0}^{\infty} \sum_{m=1}^{n(N, l)} a_{l, m} Y_{l}^{m}(\mathbf{d}) \mathrm{dd}\right](\mathbf{x}) \\
& =V_{2}\left[2 \pi^{\frac{N}{2}}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{1-\frac{N}{2}} \sum_{l=0}^{\infty} \sum_{m=1}^{n(N, l)} a_{l, m} i^{l} J_{l+\frac{N}{2}-1}(\omega|\mathbf{x}|) Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)\right](\mathbf{x})
\end{aligned}
$$

2. Vekua's theory for the Helmholtz operator

$$
\begin{equation*}
=2 \pi^{\frac{N}{2}} \sum_{l=0}^{\infty} \sum_{m=1}^{n(N, l)} a_{l, m} \frac{1}{\Gamma\left(l+\frac{N}{2}\right)}\left(\frac{i \omega|\mathbf{x}|}{2}\right)^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) . \tag{2.53}
\end{equation*}
$$

In three dimensions, the spherical harmonic $Y_{l}^{m}$ is the kernel of the Herglotz function

$$
\begin{align*}
w_{Y_{l}^{m}}(\mathbf{x}) & \stackrel{(2.53)}{=} 2 \pi^{3 / 2}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{-1 / 2} i^{l} J_{l+1 / 2}(\omega|\mathbf{x}|) Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \\
& \stackrel{(\mathrm{B} .18)}{=} 4 \pi i^{l} j_{l}(\omega|\mathbf{x}|) Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) . \tag{2.54}
\end{align*}
$$

## 3. Approximation of homogeneous Helmholtz solutions

### 3.1. Introduction

In this chapter we consider finite dimensional function spaces spanned by plane wave functions with different directions $\mathbf{d}_{l} \in \mathbb{S}^{N-1}, l=1, \ldots, p$ :

$$
P W_{\omega, p}\left(\mathbb{R}^{N}\right):=\left\{u \in C^{\infty}\left(\mathbb{R}^{N}\right): u(\mathbf{x})=\sum_{l=1}^{p} \alpha_{l} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l}}, \alpha_{l} \in \mathbb{C}\right\}, \quad p \in \mathbb{N}
$$

Our aim is to derive approximation estimates of the form

$$
\begin{equation*}
\inf _{w \in P W_{\omega, p}\left(\mathbb{R}^{N}\right)}\|u-w\|_{j, \omega, D} \leq \varepsilon\|u\|_{k, \omega, D} \quad \forall u \in H^{k}(D), \Delta u+\omega^{2} u=0 \text { in } D \tag{3.1}
\end{equation*}
$$

for $0 \leq j<k$, where $D \subset \mathbb{R}^{N}, N=2,3$, is a bounded domain, and the wavenumber weighted norms have been defined in (0.2). Of course, in (3.1) we will establish the dependence of $\varepsilon$ on the size and the geometry of $D$, the wavenumber $\omega$, the number $p$ of directions $\mathbf{d}_{k}$ of plane waves, and the regularity indices $j$ and $k$. Moreover, as illustrated by the norms employed in the bound, our principal interest is in the case of limited smoothness of $u$.
To tackle (3.1) we take a detour via spaces of generalized harmonic polynomials defined and described in Section 2.4. These functions owe their pivotal role to the fact that they can be mapped to harmonic polynomials through the Vekua operators and these are bijective and continuous in suitable Sobolev spaces, as described in Chapter 2.

In Section 3.2.1 we prove $h$-version approximation estimates for harmonic functions by harmonic polynomials in any space dimension, using a simple Bramble-Hilbert argument. Sharp two dimensional $p$-estimates were proved in [144], heavily relying on complex analysis techniques, we report them in Section 3.2.2. For the $p$-estimates in higher space dimensions, relying on the result of [19], in Section 3.2.3 we prove algebraic convergence, but with order of convergence depending on the shape of the domain in an unknown way. Using the continuity of Vekua operators, approximation estimates for homogeneous Helmholtz solutions in the spaces of generalized harmonic polynomials can be obtained from approximation estimates of harmonic functions by harmonic polynomials, this is done in Section 3.3.
Now the task apparently reduces to estimating how well the generalized harmonic polynomials can be approximated by plane waves:

$$
\begin{equation*}
\inf _{w \in P W_{\omega, p}\left(\mathbb{R}^{N}\right)}\|u-w\|_{j, \omega, D} \leq\|u-Q\|_{j, \omega, D}+\inf _{w \in P W_{\omega, p}\left(\mathbb{R}^{N}\right)}\|Q-w\|_{j, \omega, D} \tag{3.2}
\end{equation*}
$$

for some judiciously chosen generalized harmonic polynomial $Q$, which is "close" to $u$. The chief target of Section 3.4 is to estimate the second term. In order to do this, we prove algebraic orders of convergence in $h$ and more than exponential speed in $p$, the number of plane waves used in the approximation. The argument is based on the truncation and the inversion of the Jacobi-Anger expansion. In two space dimensions, any choice of propagation directions for the plane waves used in the approximation is allowed, while in three space dimensions, we ask for a mild requirement for the $h$-convergence and a much stronger one for the $p$-convergence.

However, we eventually have to arrive at bounds in terms of $u$, which entails scrutinizing the link between $u$ and $Q$ in (3.2): this link is provided by Vekua's theory. In Section 3.5, we will combine all the results obtained in the previous sections and write the final best approximation estimates for homogeneous Helmholtz solutions by plane waves (see Theorems 3.5.2 and 3.5.3, and Corollary 3.5.5).

Concerning the approximation by plane waves, the only results previously known are due to O. Cessenat and B. Després [46,47] and to J.M. Melenk [142]. However, they suffer a few disadvantages: they hold only for two-dimensional domains, the dependence on the wavenumber is not explicit, the orders are not optimal and there are no estimates which give simultaneous convergence in the meshsize $h$ and in the local dimension $p$. The approximation by generalized harmonic polynomials in two space dimensions has been studied in great detail in $[142,144]$, the corresponding one in higher dimensions appears to be new. All the main results of this chapter are summarized in [150].

The $h$-estimates can be proved in domains $D$ that satisfy Assumption 2.2.1, see Remarks 3.3.2 and 3.5.6. On the other hand, the $p$-estimates will require the following stronger assumption.

Assumption 3.1.1. Let $D \subset \mathbb{R}^{N}, N \geq 2$, be a bounded open set such that

- $\partial D$ is Lipschitz,
- there exists $\rho \in(0,1 / 2]$ such that $B_{\rho h} \subseteq D$, where $h:=\operatorname{diam} D$,
- there exists $0<\rho_{0} \leq \rho$ such that $D$ is star-shaped with respect to every point of the ball $B_{\rho_{0} h}$.

Assumption 2.2.1 allowed $\rho_{0}$ to be equal to zero, i.e., in order to define the Vekua operators and to prove their continuity, the domain was required to be star-shaped only with respect to a point (the origin).

### 3.2. Approximation of harmonic functions

### 3.2.1. $h$-estimates

The standard $h$-estimates for polynomial spaces are based on the BrambleHilbert theorem, introduced for the first time in [35]. We are interested in constructing explicitly the approximating polynomial, so we use a different
version of this result. The approximating polynomials are usually constructed by using one of the following two different strategies: the first one consists in averaging Taylor polynomials on subsets of the domain $D$, alone (like in [71]) or multiplied with smooth cut off functions (cf. [38, Lemma 4.3.8]); the second one consists in summing homogenous polynomials constructed with backward induction from averages of the derivatives of the function to be approximated (like in [195] and [156, Theorem 3.6.10-11]). We will pursue both policies, the outcomes are described in Theorems 3.2 .2 and 3.2 .3 , respectively. Here the important consideration is that, in all the considered cases, if the function to be approximated is harmonic then the polynomial obtained with these procedures will be harmonic as well.

We define the Taylor polynomial and its averaged counterpart according to [71], using the notation of [38, Section 4.1]. Given a function $\phi \in C^{m-1}(D)$, the multivariate Taylor polynomial of order $m$ of $\phi$, centered at $\mathbf{y} \in D$, is

$$
\begin{equation*}
T_{\mathbf{y}}^{m}[\phi](\mathbf{x}):=\sum_{|\boldsymbol{\alpha}|<m} \frac{1}{\boldsymbol{\alpha}!} D^{\boldsymbol{\alpha}} \phi(\mathbf{y})(\mathbf{x}-\mathbf{y})^{\boldsymbol{\alpha}} \tag{3.3}
\end{equation*}
$$

Definition 3.2.1. Given a domain $D$ as in Assumption 3.1.1 and a function $\phi \in H^{m-1}(D)$, the averaged Taylor polynomial of order $m$ of $\phi$ is

$$
\begin{align*}
Q^{m} \phi(\mathbf{x}): & =\frac{1}{\left|B_{\rho_{0} h}\right|} \int_{B_{\rho_{0} h}} T_{\mathbf{y}}^{m}[\phi](\mathbf{x}) \mathrm{d} \mathbf{y} \\
& =\frac{1}{\left|B_{\rho_{0} h}\right|} \int_{B_{\rho_{0} h}} \sum_{|\boldsymbol{\alpha}|<m} \frac{1}{\boldsymbol{\alpha}!} D^{\boldsymbol{\alpha}} \phi(\mathbf{y})(\mathbf{x}-\mathbf{y})^{\boldsymbol{\alpha}} \mathrm{d} \mathbf{y} \tag{3.4}
\end{align*}
$$

Notice that both $T_{\mathbf{y}}^{m}[\phi]$ and $Q^{m} \phi$ are polynomial of degree at most $m-1$. It is possible to define $Q^{m} \phi$ for every $\phi \in L^{1}\left(B_{\rho_{0} h}\right)$ (see [38, Prop. 4.1.12]).

For every multi-index $\boldsymbol{\beta}$ such that $|\boldsymbol{\beta}| \leq m-1$,

$$
\begin{align*}
D^{\boldsymbol{\beta}} T_{\mathbf{y}}^{m}[\phi](\mathbf{x}) & =\sum_{\substack{|\boldsymbol{\alpha}|<m \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}} \frac{1}{\alpha!} D^{\boldsymbol{\alpha}} \phi(\mathbf{y}) \frac{\alpha!}{(\boldsymbol{\alpha}-\boldsymbol{\beta})!}(\mathbf{x}-\mathbf{y})^{\boldsymbol{\alpha}-\boldsymbol{\beta}} \\
& =\sum_{|\gamma|<m-|\boldsymbol{\beta}|} \frac{1}{\gamma!} D^{\boldsymbol{\beta}+\boldsymbol{\gamma}} \phi(\mathbf{y})(\mathbf{x}-\mathbf{y})^{\gamma} \quad=T_{\mathbf{y}}^{m-|\boldsymbol{\beta}|}\left[D^{\boldsymbol{\beta}} \phi\right](\mathbf{x}) \\
D^{\boldsymbol{\beta}} Q^{m} \phi(\mathbf{x}) & =\frac{1}{\left|B_{\rho_{0} h}\right|} \int_{B_{\rho_{0} h}} T_{\mathbf{y}}^{m-|\boldsymbol{\beta}|}\left[D^{\boldsymbol{\beta}} \phi\right](\mathbf{x}) \mathrm{d} \mathbf{y} \quad=Q^{m-|\boldsymbol{\beta}|} D^{\boldsymbol{\beta}} \phi(\mathbf{x}) \tag{3.5}
\end{align*}
$$

see also [38, Proposition 4.1.17]. This fact, together with the linearity of $Q^{m}$, implies that if $\phi$ is harmonic then the polynomials $T_{\mathbf{y}}^{m}[\phi]$ and $Q^{m} \phi$ are harmonic for every $m \in \mathbb{N}$ :

$$
\begin{align*}
\Delta T_{\mathbf{y}}^{m}[\phi] & =\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}} T_{\mathbf{y}}^{m}[\phi]=\sum_{i=1}^{N} T_{\mathbf{y}}^{m-2}\left[\frac{\partial^{2}}{\partial x_{i}^{2}} \phi\right]=T_{\mathbf{y}}^{m-2}[\Delta \phi]=0  \tag{3.6}\\
\Delta Q^{m} \phi & =\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}} Q^{m} \phi=\sum_{i=1}^{N} Q^{m-2} \frac{\partial^{2}}{\partial x_{i}^{2}} \phi=Q^{m-2} \Delta \phi=0
\end{align*}
$$

## 3. Approximation of homogeneous Helmholtz solutions

In Theorem 3.2.2 we report the final corollary of [71] in the case of harmonic $\phi$ and $p=q=2$. The proof relies on a bound of the Hardy-Littlewood maximal function of the derivatives of $\phi$. The bounding constant is fully explicit and depends on the geometry of $D$ only through its diameter $h$ and the parameter $\rho_{0}$.

Theorem 3.2.2 (Bramble-Hilbert for harmonic functions, version 1). Let $D$ be a domain as in Assumption 3.1.1, $m \in \mathbb{N}$, $m \geq 1$, and $\phi \in H^{m}(D)$ be a harmonic function. Then the averaged Taylor polynomial $Q^{m} \phi$ of order $m$ (and degree $m-1$ ) is harmonic and approximates $\phi$ with the estimates

$$
\begin{equation*}
\left|\phi-Q^{m} \phi\right|_{j, D} \leq 2\binom{N+j-1}{N-1}(m-j)\left(\sum_{|\boldsymbol{\beta}|=m-j}(\boldsymbol{\beta}!)^{-2}\right)^{\frac{1}{2}} \frac{h^{m-j}}{\rho_{0}^{N / 2}}|\phi|_{m, D} \tag{3.7}
\end{equation*}
$$

for $j=0, \ldots, m-1$.
Using the bound on the binomial coefficient (B.10) and the multinomial theorem that provides formula (B.9), we can write the estimate (3.7) in a simpler form:

$$
\begin{equation*}
\left|\phi-Q^{m} \phi\right|_{j, D} \leq 2(1+j)^{N-1} \frac{N^{m-j}}{(m-j-1)!} \frac{h^{m-j}}{\rho_{0}^{N / 2}}|\phi|_{m, D} \quad 0 \leq j \leq m-1 \tag{3.8}
\end{equation*}
$$

Analogous bounds for Taylor polynomials averaged with cutoff functions are given in [38, Lemma 4.3.8] and [106, Theorem 2.1.2].

Notice that even though the constant in the bound (3.7) decreases with $m$, this is not a p-estimate: the convergence is not guaranteed if the degree of the polynomial is raised. Indeed the norm on the right-hand side depends on $m$ and blows up for singular $\phi$ 's: Taylor polynomials are effective only "locally", i.e., for $h$-estimates.

Using the powerful result of [195] and the mean value theorem for harmonic functions, it is possible to prove an analogous error estimate that (i) not require the domain to be star-shaped with respect to the ball $B_{\rho_{0} h}$ but only with respect to the origin (it satisfies Assumption 2.2.1 instead of the stronger 3.1.1) and (ii) allows to use the standard Taylor polynomials instead of the averaged ones. Property (ii) will be useful in Section 6.3 (in particular, to prove Lemma 6.3.1). The bounding constant is completely explicit but a bit more complicated than the one in (3.8).

This approach is closer to the original work of J.H. Bramble and S.R. Hilbert ( $c f$. [35], [156, Theorem 3.6.10-11]) since the polynomial is constructed with backward induction from averages of the derivatives of $\phi$ on (subsets of) $D$.

Theorem 3.2.3 (Bramble-Hilbert for harmonic functions, version 2). Let $\phi$ be a harmonic function that belongs to $H^{m}(D)$, where the domain $D$ satisfies Assumption 2.2.1, and $m \in \mathbb{N}$. Then, the Taylor polynomial $T_{0}^{m+1}[\phi]$ of order $m+1$ (and degree $m$ ), centered at the origin, is harmonic and approximates
$\phi$ with error

$$
\begin{equation*}
\left|\phi-T_{\mathbf{0}}^{m+1}[\phi]\right|_{j, D} \leq \eta^{\frac{m+1-j}{2}}\left(\frac{1+j}{2 \pi\left\lceil\frac{m+1-j}{N}\right\rceil}\right)^{\frac{N-1}{2}} N^{m-j+\frac{5}{2}} h^{m+1-j}|\phi|_{m+1, D} \tag{3.9}
\end{equation*}
$$

for every $0 \leq j \leq m$, where

$$
\eta= \begin{cases}2+\log \left(\frac{1-\rho}{\rho}\right) & N=2 \\ 2\left(\frac{1-\rho}{\rho}\right)^{N-2} & N>2\end{cases}
$$

Proof. Borrowing the notation of [195], we define the parameter

$$
\kappa:=\sup _{\mathbf{y} \in \partial D}|\mathbf{y}| / \inf _{\mathbf{y} \in \partial D}|\mathbf{y}|
$$

that satisfies $1 \leq \kappa \leq(1-\rho) / \rho$, thanks to Assumption 2.2.1, and the function

$$
K_{3}(z):= \begin{cases}\log z-\frac{1}{2}+\frac{1}{2} z^{-2} & N=2 \\ \frac{2}{N(N-2)} z^{N-2}-\frac{1}{N-2}+\frac{1}{N} z^{-2} & N>2 .\end{cases}
$$

Sections 1 and 4 of [195] provide a polynomial of degree $m$, denoted with $P_{m, B} \phi$, that approximates $\phi$ with the bound

$$
\begin{aligned}
& \left|\phi-P_{m, B} \phi\right|_{j, D} \\
& \leq \max \left\{4\left(\frac{4}{\pi^{2}}+\frac{1}{N(N+2)}\right) \kappa^{N-2}-\left(\frac{12}{\pi^{2}}+\frac{4}{N(N+2)}\right) \kappa^{-2}, K_{3}(\kappa)\right\}^{\frac{m+1-j}{2}} \\
& \qquad\binom{N+j-1}{j}^{\frac{1}{2}}\left(\frac{(m+1-j)!}{\left(\left\lceil\frac{m+1-j}{N}\right\rceil!\right)^{N}}\right)^{\frac{1}{2}} h^{m+1-j}|\phi|_{m+1, D} \\
& \stackrel{\text { (B.10),(B.2) }}{\leq} \eta^{\frac{m+1-j}{2}}(1+j)^{\frac{N-1}{2}}\left(2 \pi\left\lceil\frac{m+1-j}{N}\right\rceil\right)^{\frac{1-N}{2}} N^{m-j+\frac{5}{2}} h^{m+1-j}|\phi|_{m+1, D}
\end{aligned}
$$

where $\eta$ is defined as in the theorem's assertion. We used $\left(16 / \pi^{2}+1 / 2\right)-$ $\left(12 / \pi^{2}+1 / 2\right) \kappa^{-2}<2+\log \kappa$ (for the case $N=2$, with $\kappa>1$ ) and $16 / \pi^{2}+$ $4 / 15<2$ (for the case $N>2$ ).

We only have to show that $P_{m, B} \phi$ can be chosen as the Taylor polynomial $T_{0}^{m+1}[\phi]$.

We denote with $B$ the ball $B_{\rho h} \subset D$ and we use the notation $\pi_{B}, p_{k, B}(\cdot)$, $P_{m, B}$ from Section 2 of [195]. The mean value theorem for harmonic functions gives

$$
\begin{equation*}
\pi_{B} \psi:=\frac{1}{|B|} \int_{B} \psi(\mathbf{x}) \mathrm{d} \mathbf{x}=\psi(\mathbf{0}) \tag{3.10}
\end{equation*}
$$

for any harmonic function $\psi$. We show that the polynomials $p_{k, B}(\phi)$ defined in [195, Eq. (2.3), (2.4)] satisfy

$$
\begin{equation*}
p_{k, B}(\phi)(\mathbf{x})=\sum_{k \leq|\boldsymbol{\alpha}| \leq m} \frac{1}{\boldsymbol{\alpha}!} \mathbf{x}^{\boldsymbol{\alpha}} D^{\boldsymbol{\alpha}} \phi(\mathbf{0}) \tag{3.11}
\end{equation*}
$$

We will proceed by (backward) induction from $k=m$ to $k=0$. The case $k=m$ holds thanks to $[195,(2.3)]$ and (3.10).

Assume that (3.11) holds for $k$, then for every multi-index $\boldsymbol{\beta} \in \mathbb{N}^{N}$ :

$$
\begin{aligned}
D^{\boldsymbol{\beta}} p_{k, B}(\phi)(\mathbf{x}) & =\sum_{\substack{k \leq|\boldsymbol{\alpha}| \leq m \\
\boldsymbol{\alpha} \geq \boldsymbol{\beta}}} \frac{1}{\boldsymbol{\alpha}!} \frac{\boldsymbol{\alpha}!}{(\boldsymbol{\alpha}-\boldsymbol{\beta})!} \mathrm{x}^{\boldsymbol{\alpha}-\boldsymbol{\beta}} D^{\boldsymbol{\alpha}} \phi(\mathbf{0}) \\
\gamma=\boldsymbol{\alpha}-\boldsymbol{\beta} & \sum_{k-|\boldsymbol{\beta}| \leq|\boldsymbol{\gamma}| \leq m-|\boldsymbol{\beta}|} \frac{1}{\gamma!} \mathrm{x}^{\boldsymbol{\gamma}} D^{\boldsymbol{\gamma}+\boldsymbol{\beta}} \phi(\mathbf{0})
\end{aligned}
$$

which implies

$$
\Delta p_{k, B}(\phi)(\mathbf{x})=\sum_{k-2 \leq|\gamma| \leq m-2} \frac{1}{\gamma!} \mathbf{x}^{\boldsymbol{\gamma}} D^{\gamma} \Delta \phi(\mathbf{0})=0
$$

We show the induction assertion:

$$
\begin{gathered}
p_{k-1, B}(\phi)(\mathbf{x}) \stackrel{[195,(2.4)],}{\stackrel{(3.10)}{=}} p_{k, B}(\phi)(\mathbf{x})+\sum_{|\boldsymbol{\alpha}|=k-1} \frac{1}{\boldsymbol{\alpha}!} \mathbf{x}^{\boldsymbol{\alpha}}\left(D^{\boldsymbol{\alpha}} \phi(\mathbf{0})-D^{\boldsymbol{\alpha}} p_{k, B}(\phi)(\mathbf{0})\right) \\
=p_{k, B}(\phi)(\mathbf{x})+\sum_{|\boldsymbol{\alpha}|=k-1} \frac{1}{\boldsymbol{\alpha}!} \mathbf{x}^{\boldsymbol{\alpha}} D^{\boldsymbol{\alpha}} \phi(\mathbf{0})=\sum_{k-1 \leq|\boldsymbol{\alpha}| \leq m} \frac{1}{\boldsymbol{\alpha}!} \mathbf{x}^{\boldsymbol{\alpha}} D^{\boldsymbol{\alpha}} \phi(\mathbf{0}),
\end{gathered}
$$

because $p_{k, B}(\phi)$ is harmonic and (by induction assumption) is a polynomial with only terms of degree greater or equal than $k$, so its $(k-1)^{\text {th }}$ derivatives vanish at the origin.

This immediately gives the identity:

$$
P_{m, B} \phi(\mathbf{x})=p_{0, B}(\phi)(\mathbf{x})=\sum_{0 \leq|\boldsymbol{\alpha}| \leq m} \frac{1}{\boldsymbol{\alpha}!} \mathbf{x}^{\boldsymbol{\alpha}} D^{\boldsymbol{\alpha}} \phi(\mathbf{0})=T_{\mathbf{0}}^{m+1}[\phi](\mathbf{x})
$$

Notice that the bounding constant in (3.8) is decreasing with respect to $m-j$, while the constant in Theorem 3.2 .3 grows exponentially in $m$ if the condition $h>N^{-1} \eta^{-\frac{1}{2}}$ is verified.

For general functions $\phi \in H^{m}(D)$, the Taylor polynomial is not well-defined since it requires point evaluations of $\phi$ and its derivatives, therefore the averaged one has to be used. In our case $\phi$ is harmonic, thus all its derivatives are continuous in the interior of the domain and the use of Taylor polynomials is legitimate.

A constructive Bramble-Hilbert theorem for domains that are not starshaped is given in Section 7 of [70]. Since we plan to use this estimates together with Vekua's operators, we are not interested in those more general domains.

### 3.2.2. $p$-estimates in two space dimensions

In two dimensions sharp $p$-estimates are provided by Theorem 2.9 of [144]. Its proof uses complex analysis techniques (see [142, Theorem 2.2.10]): $\mathbb{R}^{2}$ is identified with $\mathbb{C}$ and the harmonic function $\phi$ to be approximated is considered
as the sum of the real parts of two holomorphic functions: $\phi=\operatorname{Re} \phi_{1}+i \operatorname{Re} \phi_{2}$. Then, $\phi_{1}$ and $\phi_{2}$ are interpolated by complex polynomials $P_{1}$ and $P_{2}$, respectively, in the points that are the images of $\left\{e^{2 \pi i k / n}\right\}_{k=1, \ldots, n}$ under a conformal map $\varphi: \mathbb{C} \backslash B_{1} \rightarrow \mathbb{C} \backslash D$ and the interpolation error is estimated with an integral formula; the sum $\operatorname{Re} P_{1}+i \operatorname{Re} P_{2}$ of these polynomials will be a complex-valued harmonic polynomial that approximates $\phi$. All the fundamental steps in the proof (representation of harmonic functions with holomorphic ones, conformal mappings, complex interpolation in $B_{1}$, equivalence between complex and harmonic polynomials) cannot be directly generalized to dimensions higher than two.

Definition 3.2.4. We say that the domain $D \subset \mathbb{R}^{2} \equiv \mathbb{C}$ satisfies the exterior cone condition with angle $\lambda_{D} \pi, \lambda_{D} \in(0,1]$ if for every $z \in \mathbb{C} \backslash D$ there is a cone $C \subset \mathbb{C} \backslash D$ with vertex in $z$ and congruent to

$$
C_{0}\left(\lambda_{D} \pi, r\right)=\left\{x \in \mathbb{C}\left|0<\arg x<\lambda_{D} \pi,|x|<r\right\} .\right.
$$

It can be seen that if a domain $D \subset \mathbb{R}^{2}$ satisfies Assumption 3.1.1, then it satisfies also the exterior cone condition with parameter $\lambda \geq \frac{2}{\pi} \arcsin \left(\frac{\rho_{0}}{1-\rho}\right)$. Any convex domain satisfies the exterior cone condition with angle $\pi$ (i.e., $\lambda_{D}=1$ ) while for a general smooth $\left(C^{1}\right)$ domain $\lambda_{D}=1-\epsilon$, with $\epsilon>0$, is required.

Theorem 3.2.5 (Theorem 2.9, [144]). Let $D \in \mathbb{R}^{2}$ be a domain as in Assumption 3.1.1 that satisfies the exterior cone condition with angle $\lambda_{D} \pi$ and $\phi \in \mathcal{H}^{k+1}(D), k$ integer $\geq-1$. Then for every $L \geq k$ there exists a harmonic polynomial $P_{L}$ of degree $L$ such that

$$
\begin{equation*}
\left|\phi-P_{L}\right|_{j, D} \leq C h^{k+1-j}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda_{D}(k+1-j)}|\phi|_{k+1, D} \quad j=0, \ldots, k+1, \tag{3.12}
\end{equation*}
$$

where the constant $C$ depends only on $k$ and the shape of $D$.
The term $(L+2)^{-\lambda_{D}(k+1-j)}$ gives the algebraic convergence of the approximation when the degree of the polynomials is raised. These orders are sharp as shown in the numerical examples provided in [144, Section 2.4]. The speed of convergence can be improved when the singularities of $\phi$ are located on convex corners of the domain (see [144, Corollary 2.13]).
For complete polynomial spaces, the term $(\log (L+2))^{\lambda_{D}(k+1-j)}$ can be avoided in the best approximation spectral estimates, but it is not guaranteed that, given a harmonic function, this sharper estimate is attained by a harmonic polynomial.
Remark 3.2.6. If the harmonic function $\phi$ is defined in a larger domain $D^{\prime} \supset D$ then the approximation error converges to zero with exponential order in $L$. The speed of convergence depends on the so-called "conformal distance" between $D$ and the boundary of $D^{\prime}$; see for example [144, Corollary 2.7], [31, Theorem 6.3.3], [196] for bounds in $L^{\infty}$ - and $W^{j, \infty}$-norms and [143, Proposition 2.15] for a bound in Sobolev norms on analytic domains. We will see a bound of this kind in Theorem 3.2.10.

### 3.2.3. $p$-estimates in $N$ space dimensions

In two space dimensions, there are several results concerning the approximation of harmonic functions by harmonic polynomials; for example, a large part of the book [198] is devoted to this problem. Since all the proofs are based on complex analysis techniques, only very few of them have been generalized to higher space dimensions. The proof of the density of three-dimensional harmonic polynomials dates back to the work of Bergman and Walsh (see [ $28,161,197]$ ) but the first estimates of the speed of convergence are much more recent (see $[8,20]$ ).
The technique used by J.M. Melenk in the proof of Theorem 3.2.5 is based on a special deformation of the harmonic (holomorphic in two dimensions) function to a function defined in a larger domain. Then, a classical result of complex analysis gives exponential convergence in the original domain, since it is compactly contained in the enlarged one; the dilation reduce the speed of convergence to an algebraic order.
In order to exploit the same idea in higher space dimensions, we need a result that gives exponential convergence in compact subdomains with a suitable dependence on the size of the extended domain. This result is provided by [19] and reported here in Theorem 3.2.10. This fact allows to prove Theorem 3.2.12 below, which generalizes Theorem 3.2.5 to higher space dimensions. For $L$ large enough, the obtained order of convergence in $L$ is algebraic and equal to $\lambda_{D}(k+1-j)$. The main difference between the $2-$ and the $N$-dimensional result is that the geometric constant $\lambda_{D}$ for the latter $(N \geq 3)$ is not explicit, even for convex domains. This fact prevents the $h p$-estimates from being fully explicit.
In order to apply the compact subset convergence theorem, we need to require that our domain $D$ is the interior of the complement of a John domain. We report the definition of John domain, according to [19].
Definition 3.2.7. A domain $\Omega \subset \mathbb{R}^{N}$ is called a John domain if $\mathbb{R}^{N} \backslash \Omega$ is nonempty and compact and there is a constant $0<J \leq 1$ such that for every y $\in \Omega$ there exists a locally rectifiable curve $\gamma(s) \subset \Omega$, parameterized by the arclength, with $\gamma(0)=\mathbf{y}$ and $\gamma(\infty)=\infty$, such that $d\left(\gamma(s), \mathbb{R}^{N} \backslash \Omega\right) \geq s J$, for every positive $s$.

In two dimensions, if $\Omega$ is a John domain with constant $J$, then the interior of its complement $D=\mathbb{R}^{2} \backslash \bar{\Omega}$, satisfies the exterior cone condition with constant $\lambda_{D}=2 / \pi \arcsin J$. The converse is not true, in general, but it depends on the star-shapedness of $D$.
Remark 3.2.8. Let $D \subset \mathbb{R}^{N}$ be a domain as in Assumption 3.1.1; the exterior $\mathbb{R}^{N} \backslash \bar{D}$ is a John domain with constant $J \geq \rho_{0} /(1-\rho)$ : for every $\mathbf{y} \notin \bar{D}$ it is possible to choose the curve $\gamma$ of Definition 3.2.7 as the half line $\gamma(s)=$ $(1+s /|\mathbf{y}|) \mathbf{y}$. In two dimensions, the cone $\bigcup_{s \geq 0} B_{\rho_{0} s /(1-\rho)}(\gamma(s))$ lies outside $D$, as shown in Figure 3.1.

Lemma 3.2.9. In any dimension $N \geq 2$ an open bounded set $D \subset \mathbb{R}^{N}$ is convex if and only if the interior of its complement $\mathbb{R}^{N} \backslash \bar{D}$ is a John domain with constant $J=1$.

Figure 3.1.: The exterior of $D$ is a John domain with $J \geq \rho_{0} /(1-\rho)$. Given a point $\mathbf{y}=\gamma(0)$ inside the re-entrant corner, the curve $\gamma(s)$ is the dashed half line.


Proof. If $D$ is convex, we suppose without loss of generality that $\mathbf{0} \in D$. For every $\mathbf{y} \notin D$ the curve $\gamma(s)=(1+s /|\mathbf{y}|) \mathbf{y}$ satisfies Definition 3.2.7 with $J=1$.

We prove the converse by contradiction: we assume $D$ to be non-convex and $\mathbb{R}^{N} \backslash \bar{D}$ to be a John domain with $J=1$. Since $D$ is non-convex there exist $\mathbf{w}_{1}$ and $\mathbf{w}_{2} \in D$ such that $\left(\mathbf{w}_{1}+\mathbf{w}_{2}\right) / 2 \notin D$ and since $D$ is also open there exists $r \in\left(0,\left|\mathbf{w}_{1}-\mathbf{w}_{2}\right| / 2\right)$ such that $B_{r}\left(\mathbf{w}_{1}\right) \cup B_{r}\left(\mathbf{w}_{2}\right) \subset D$. We assume without loss of generality that $\mathbf{w}_{1}=(0, \ldots, 0, z)$ and $\mathbf{w}_{2}=-\mathbf{w}_{1} ; z>r$ follows.

By definition of John domain, there exists a curve $\gamma(s)$ in the arclength $s$ such that $\gamma(0)=\left(\mathbf{w}_{1}+\mathbf{w}_{2}\right) / 2=\mathbf{0}$ and $d\left(\gamma(s), B_{r}\left(\mathbf{w}_{1}\right) \cup B_{r}\left(\mathbf{w}_{2}\right)\right) \geq s$ for every real $s>0$. We fix $s_{*}=z^{2} / r-r$ and we have that $\gamma\left(s_{*}\right) \in \bar{B}_{s_{*}}$ because $\gamma$ is parameterized by the arclength. We have:

$$
\begin{aligned}
s_{*} & \leq d\left(\gamma\left(s_{*}\right), B_{r}\left(\mathbf{w}_{1}\right) \cup B_{r}\left(\mathbf{w}_{2}\right)\right) & & \leq \sup _{\mathbf{y} \in \bar{B}_{s_{*}}} d\left(\mathbf{y}, B_{r}\left(\mathbf{w}_{1}\right) \cup B_{r}\left(\mathbf{w}_{2}\right)\right) \\
& =d\left(\left(s_{*}, 0, \ldots, 0\right), B_{r}\left(\mathbf{w}_{1}\right) \cup B_{r}\left(\mathbf{w}_{2}\right)\right) & & =\left|\left(s_{*}, 0, \ldots, 0\right)-\mathbf{w}_{1}\right|-r \\
& =\sqrt{s_{*}^{2}+z^{2}}-r & & =\sqrt{\frac{z^{4}}{r^{2}}+r^{2}-2 z^{2}+z^{2}}-r \\
& =\sqrt{\frac{z^{4}+r^{2}\left(r^{2}-z^{2}\right)}{r^{2}}}-r & & r<z \frac{z^{2}}{r}-r=s_{*}
\end{aligned}
$$

that is a contradiction because the last inequality is strict. This implies that if $J$ is equal to 1 , then $D$ must be convex.

The fundamental approximation result by harmonic polynomials in arbitrary dimensions is Theorem 1 of [19]. Assumption 3.1.1 and Remark 3.2.8 guarantee that the hypotheses of this theorem are verified.

Theorem 3.2.10 (Theorem 1, [19]). Let $D \subset \mathbb{R}^{N}$ satisfy Assumption 3.1.1. Then there exist constants $p>0, b>1, q>0$ and $C>0$ depending only on
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$D$, such that, for every $\delta \in(0,1)$, for every $\phi$ harmonic in

$$
D^{\delta}=\left\{\mathbf{x} \in \mathbb{R}^{N}: d(\mathbf{x}, D)<\delta h\right\}=D+B_{\delta h}
$$

and for every integer $L>0$, there exists a harmonic polynomial $P$ of degree at most $L$ such that

$$
\begin{equation*}
\|\phi-P\|_{L^{\infty}(D)} \leq C(\delta h)^{-p} b^{-L(\delta h)^{q}}\|\phi\|_{L^{\infty}\left(D^{\delta}\right)} \tag{3.13}
\end{equation*}
$$

We cannot expect that the function $\phi$ we want to approximate can be extended outside the domain $D$ because a singularity can be present on the boundary of $D$. In order to use Theorem 3.2.10, we need to introduce a function $T[\phi]$ defined on a neighborhood of $D$ such that: (i) $T[\phi]$ has the same Sobolev regularity as $\phi$; (ii) $T[\phi]$ is harmonic; (iii) $T[\phi]$ approximates $\phi$ in the relevant Sobolev norms. In the next lemma we build a function that satisfies these requirements using a technique analogous to the one used in [144, Lemma 2.11]. The value of this function in a point $\mathbf{x}$ is the value of the Taylor polynomial of $\phi$ (according to (3.3)) with center $(1-\epsilon) \mathbf{x}$, i.e., $T_{l}[\phi](\mathbf{x})=T_{(1-\epsilon) \mathbf{x}}^{l+1}[\phi](\mathbf{x})$.

Lemma 3.2.11. Let $D \subset \mathbb{R}^{N}$ be a domain as in Assumption 3.1.1, $\phi \in$ $H^{k+1}(D), k \in \mathbb{N}, \epsilon \in(0,1 / 2)$. Denote by $D_{\epsilon} \supset D$ the dilated domain

$$
D_{\epsilon}:=\frac{1}{1-\epsilon} D=\left(1+\frac{\epsilon}{1-\epsilon}\right) D
$$

and by $T_{l}[\phi]$ the functions defined on $D_{\epsilon}$ by

$$
T_{l}[\phi](\mathbf{x}):= \begin{cases}\sum_{|\alpha| \leq l} \frac{1}{\alpha!} D^{\alpha} \phi((1-\epsilon) \mathbf{x})(\epsilon \mathbf{x})^{\alpha} & l=0, \ldots, k,  \tag{3.14}\\ 0 & l=-1 .\end{cases}
$$

Then:
(i)

$$
\begin{equation*}
\rho_{0} h \epsilon \leq d\left(D, \partial D_{\epsilon}\right) \leq 2 h \epsilon ; \tag{3.15}
\end{equation*}
$$

(ii) there exist a constant $C_{N, k}$ independent of $\epsilon, D$ and $\phi$ such that

$$
\begin{equation*}
\left\|T_{k}[\phi]\right\|_{0, D_{\epsilon}} \leq C_{N, k} \sum_{l=0}^{k}(\epsilon h)^{l}|\phi|_{l, D} \tag{3.16}
\end{equation*}
$$

(iii) for every multi-index $\boldsymbol{\beta},|\boldsymbol{\beta}| \leq k+1$

$$
\begin{equation*}
D^{\boldsymbol{\beta}} T_{k}[\phi]=\sum_{l=0}^{|\boldsymbol{\beta}|}\binom{|\boldsymbol{\beta}|}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-l} T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right] \tag{3.17}
\end{equation*}
$$

which also implies that if $\phi$ is harmonic in $D$ then $T_{k}[\phi]$ is harmonic in $D_{\epsilon}$;
(iv) if $\phi$ is harmonic in $D$, there exist a constant $C_{N, k}$ independent of $\epsilon, D$ and $\phi$ such that

$$
\begin{equation*}
\left|\phi-T_{k}[\phi]\right|_{j, D} \leq C_{N, k} \rho_{0}^{-j}(\epsilon h)^{k+1-j}|\phi|_{k+1, D} \quad \forall j=0, \ldots, k+1 \tag{3.18}
\end{equation*}
$$

Proof. The bounds in (i) follow from

$$
\begin{aligned}
\rho_{0} h \epsilon & \leq \frac{\rho_{0} h \epsilon}{1-\epsilon} \leq d\left(D, \partial D_{\epsilon}\right) \leq \sup _{\mathbf{x} \in D} d\left(\mathbf{x}, \frac{1}{1-\epsilon} \mathbf{x}\right) \\
& \leq h\left(\frac{1}{1-\epsilon}-1\right)=\frac{h \epsilon}{1-\epsilon} \leq 2 h \epsilon
\end{aligned}
$$

where the second inequality is proved in [142, Appendix A.3] (due to the slightly different definitions of $D_{\epsilon}$, the " $\epsilon$ " of [142, Appendix A.3] corresponds to our $\left.\frac{\epsilon}{1-\epsilon}\right)$.

The bound (3.16) in (ii) is straightforward:

$$
\begin{aligned}
& \left\|T_{k}[\phi]\right\|_{0, D_{\epsilon}}^{2} \leq \int_{D_{\epsilon}} \sum_{|\boldsymbol{\alpha}| \leq k} \frac{1}{(\boldsymbol{\alpha}!)^{2}}\left|D^{\boldsymbol{\alpha}} \phi((1-\epsilon) \mathbf{x})\right|^{2}|\epsilon \mathbf{x}|^{2|\boldsymbol{\alpha}|} \mathrm{d} \mathbf{x}(\#\{\boldsymbol{\alpha}:|\boldsymbol{\alpha}| \leq k\}) \\
& \stackrel{\mathbf{y}=(1-\epsilon) \mathbf{x}}{\leq} \int_{D} \sum_{|\boldsymbol{\alpha}| \leq k} \frac{1}{(\boldsymbol{\alpha}!)^{2}}\left|D^{\boldsymbol{\alpha}} \phi(\mathbf{y})\right|^{2}\left|\frac{\epsilon h}{1-\epsilon}\right|^{2|\boldsymbol{\alpha}|} \frac{\mathrm{d} \mathbf{y}}{(1-\epsilon)^{N}}(\#\{\boldsymbol{\alpha}:|\boldsymbol{\alpha}| \leq k\}) \\
& \quad l|\boldsymbol{\alpha}| \\
& \quad \leq C_{N, k} \sum_{l=0}^{k}(\epsilon h)^{2 l}|\phi|_{l, D}^{2} .
\end{aligned}
$$

For (iii), we proceed by induction on $|\boldsymbol{\beta}|$. For the case $|\boldsymbol{\beta}|=1, k>0$, given $m \in\{1, \ldots, N\}$, we set

$$
\boldsymbol{e}_{m}=(\underbrace{0, \ldots, 0}_{m-1}, 1,0, \ldots, 0) \in \mathbb{N}^{N}
$$

and denote by $\boldsymbol{\alpha}_{m}$ the $m$-th component of $\boldsymbol{\alpha}$; then

$$
\begin{align*}
& D_{\mathbf{x}_{m}} T_{k}[\phi](\mathbf{x})= \sum_{|\boldsymbol{\alpha}| \leq k} \frac{(1-\epsilon)}{\boldsymbol{\alpha}!}\left(D_{\mathbf{x}_{m}} D^{\boldsymbol{\alpha}}\right) \phi((1-\epsilon) \mathbf{x})(\epsilon \mathbf{x})^{\boldsymbol{\alpha}} \\
&+\sum_{\substack{|\boldsymbol{\alpha}| \leq k \\
\boldsymbol{\alpha} m \geq 1}} \frac{1}{\boldsymbol{\alpha}!} D^{\boldsymbol{\alpha}} \phi((1-\epsilon) \mathbf{x}) \epsilon \boldsymbol{\alpha}_{m}(\epsilon \mathbf{x})^{\boldsymbol{\alpha}-\boldsymbol{e}_{m}} \\
& \stackrel{\gamma=\boldsymbol{\alpha}-\boldsymbol{e}_{m}}{=}(1-\epsilon) T_{k}\left[D_{x_{m}} \phi\right](\mathbf{x})+\sum_{|\gamma| \leq k-1} \frac{\epsilon\left(\gamma_{m}+1\right)}{\left(\boldsymbol{\gamma}_{m}+1\right) \gamma!} D^{\gamma+\boldsymbol{e}_{m}} \phi((1-\epsilon) \mathbf{x})(\epsilon \mathbf{x})^{\gamma} \\
&=(1-\epsilon) T_{k}\left[D_{\mathbf{x}_{m}} \phi\right](\mathbf{x})+\epsilon T_{k-1}\left[D_{\mathbf{x}_{m}} \phi\right](\mathbf{x}) . \tag{3.19}
\end{align*}
$$

The case $|\beta|=1, k=0$, is given by

$$
\begin{aligned}
D_{\mathbf{x}_{m}} T_{0}[\phi](\mathbf{x}) & =D_{\mathbf{x}_{m}}(\phi((1-\epsilon) \mathbf{x}))=(1-\epsilon) D_{\mathbf{x}_{m}} \phi((1-\epsilon) \mathbf{x}) \\
& =(1-\epsilon) T_{0}\left[D_{\mathbf{x}_{m}} \phi\right](\mathbf{x})
\end{aligned}
$$

## 3. Approximation of homogeneous Helmholtz solutions

this completes the proof of (3.17) in the case $|\boldsymbol{\beta}|=1$. Now we proceed by induction for $2 \leq|\boldsymbol{\beta}| \leq k+1$. Let assume that (3.17) holds for every multiindex $\boldsymbol{\gamma}$ such that $1 \leq|\gamma|<|\boldsymbol{\beta}| \leq k+1$. Given $\boldsymbol{\beta}$, there exists $m \in\{1, \ldots, N\}$ and $\gamma \in \mathbb{N}^{N}$ such that $\boldsymbol{\beta}=\boldsymbol{\gamma}+\boldsymbol{e}_{m}$; then

$$
\begin{aligned}
& D^{\boldsymbol{\beta}} T_{k}[\phi]=D_{\mathbf{x}_{m}} D^{\boldsymbol{\gamma}} T_{k}[\phi] \\
& \stackrel{\text { induction }}{(3.17)}=\sum_{l=0}^{|\boldsymbol{\beta}|-1}\binom{|\boldsymbol{\beta}|-1}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-1-l} D_{\mathbf{x}_{m}} T_{k-l}\left[D^{\boldsymbol{\gamma}} \phi\right] \\
& \stackrel{(3.19)}{=} \sum_{l=0}^{|\boldsymbol{\beta}|-1}\binom{|\boldsymbol{\beta}|-1}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-1-l}\left[(1-\epsilon) T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]+\epsilon T_{k-l-1}\left[D^{\boldsymbol{\beta}} \phi\right]\right] \\
& \quad=\sum_{l=0}^{|\boldsymbol{\beta}|}\binom{|\boldsymbol{\beta}|}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-l} T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]
\end{aligned}
$$

where the last identity follows from Pascal's rule $\binom{j-1}{l}+\binom{j-1}{l-1}=\binom{j}{l}$.
In order to prove (3.18) of (iv), we fix a multi-index $\boldsymbol{\beta}$ and an integer $l$, $0 \leq l \leq|\boldsymbol{\beta}|=j \leq k+1$. From the formula for the remainder of the multivariate Taylor polynomial, we have

$$
\begin{aligned}
& \left\|D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right\|_{0, D}^{2} \\
& =\int_{D}\left|\sum_{|\boldsymbol{\alpha}|=k-l+1} \frac{k-l+1}{\boldsymbol{\alpha}!}(\mathbf{x} \epsilon)^{\boldsymbol{\alpha}} \int_{0}^{1}(1-t)^{k-l} D^{\boldsymbol{\alpha}} D^{\boldsymbol{\beta}} \phi((1-\epsilon+t \epsilon) \mathbf{x}) \mathrm{d} t\right|^{2} \mathrm{~d} \mathbf{x} \\
& \leq C_{k, N}(h \epsilon)^{2(k-l+1)} \\
& \qquad \int_{0}^{1}(1-t)^{2(k-l)} \sum_{|\boldsymbol{\alpha}|=k-l+1} \int_{D}\left|D^{\boldsymbol{\alpha}} D^{\boldsymbol{\beta}} \phi((1-\epsilon+t \epsilon) \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} t \\
& \leq C_{k, N}(h \epsilon)^{2(k-l+1)} \int_{0}^{1}(1-t)^{2(k-l)}|\phi|_{k-l+1+j,(1-\epsilon+t \epsilon) D}^{2} \mathrm{~d} t
\end{aligned}
$$

where the seminorm on the right-hand side is well defined, though $\phi$ belongs only to $H^{k+1}(D)$, because since it is harmonic, it is $C^{\infty}$ in the interior of $D$. Thus, using Cauchy's estimates for harmonic functions,

$$
\begin{aligned}
& \left\|D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right\|_{0, D}^{2} \\
& \stackrel{(2.30)}{\leq} C_{k, N}(h \epsilon)^{2(k-l+1)} \int_{0}^{1}(1-t)^{2(k-l)} d((1-\epsilon+t \epsilon) D, \partial D)^{-2(j-l)}|\phi|_{k+1, D}^{2} \mathrm{~d} t \\
& \leq C_{k, N} \rho_{0}^{-2 j}(h \epsilon)^{2(k-j+1)}|\phi|_{k+1, D}^{2}
\end{aligned}
$$

because $(1-\epsilon+t \epsilon) D$ is star-shaped with respect to $B_{\rho_{0} h(1-\epsilon+t \epsilon)}, d((1-\epsilon+$ $t \epsilon) D, \partial D) \geq \rho_{0} h(1-t) \epsilon$ thanks to [142, Appendix A.3], and the remaining integral is $\int_{0}^{1}(1-t)^{2(k-j)} \mathrm{d} t \leq 1$.

Finally we use the fact that the sum of the coefficients in (3.17) is equal to 1 and obtain

$$
\begin{aligned}
\left|\phi-T_{k}[\phi]\right|_{j, D} & \leq \sum_{|\boldsymbol{\beta}|=j}\left\|D^{\boldsymbol{\beta}} \phi-D^{\boldsymbol{\beta}} T_{k}[\phi]\right\|_{0, D} \\
& \stackrel{(3.17)}{=} \sum_{|\boldsymbol{\beta}|=j}\left\|\sum_{l=0}^{j}\binom{j}{l} \epsilon^{l}(1-\epsilon)^{j-l}\left(D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right)\right\|_{0, D} \\
& \leq \sum_{|\boldsymbol{\beta}|=j} \sum_{l=0}^{j}\binom{j}{l} \epsilon^{l}(1-\epsilon)^{j-l}\left\|D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right\|_{0, D} \\
& \leq C_{k, N} \rho_{0}^{-j}(h \epsilon)^{k+1-j}|\phi|_{k+1, D} .
\end{aligned}
$$

This lemma allows to apply Theorem 3.2.10 to harmonic functions with given Sobolev regularity in $D$, regardless of whether they can be extended outside this set. For $L$ large enough, the obtained order of convergence is algebraic and depends on the difference of the orders of the norms on the right- and left-hand sides (namely, $k+1-j$ ), and on a parameter $\lambda_{D}$ that depends on the geometry of the domain. Without any further assumption on $D$, we cannot expect to find an explicit value for $\lambda_{D}$. The following theorem is the $N$-dimensional analogue of Theorem 3.2.5.

Theorem 3.2.12. Fix $k \in \mathbb{N}$ and let $D \subset \mathbb{R}^{N}, N \geq 2$, be a domain as in Assumption 3.1.1. Then there exist three constants:
$C>0$ depending only on $k, N$ and the shape of $D$,
$q>0, b>1$ depending only on $N$ and the shape of $D$
such that
for every $L \geq \max \left\{k, 2^{q}\right\}$ and for every $\phi \in H^{k+1}(D)$ harmonic in $D$,
there exists a harmonic polynomial $P$ of degree $L$ that satisfies

$$
\begin{align*}
&|\phi-P|_{j, D} \leq C h^{k+1-j}( \left.L^{-\lambda_{D}(k+1-j)}+b^{-L^{1-\lambda_{D} q}} L^{\lambda_{D}\left(1+j+\frac{N}{2}\right)}\right)|\phi|_{k+1, D} \\
& \forall 0 \leq j \leq k+1, \quad \forall \lambda_{D} \in(\log 2 / \log L, 1 / q) \tag{3.20}
\end{align*}
$$

If the degree $L$ is large enough, since $1-\lambda_{D} q$ is positive, the second term on the right-hand side is smaller than the first one and the convergence in $L$ is algebraic with order $\lambda_{D}(k+1-j)$. The coefficient $\lambda_{D}$ depends only on the shape of $D$ (through the constant $q$ of Theorem 3.2.10).

Proof of Theorem 3.2.12. Firstly, we fix three small positive constants $\epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ in the interval $(0,1 / 2)$ and define $\epsilon_{*}:=1-\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)\left(1-\epsilon_{3}\right)<\epsilon_{1}+\epsilon_{2}+\epsilon_{3}$. For every domain $\Omega$, we can define

$$
\hat{\Omega}:=\frac{1}{h} \Omega, \quad \Omega_{\epsilon}^{\prime}:=\frac{1}{1-\epsilon_{1}} \Omega, \quad \Omega_{\epsilon}^{\prime \prime}:=\frac{1}{1-\epsilon_{2}} \Omega_{\epsilon}^{\prime}=\frac{1}{\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)} \Omega
$$

$$
\Omega_{\epsilon}^{\prime \prime \prime}:=\frac{1}{1-\epsilon_{3}} \Omega_{\epsilon}^{\prime \prime}=\frac{1}{\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)\left(1-\epsilon_{3}\right)} \Omega=\frac{1}{1-\epsilon_{*}} \Omega
$$

For every function $f$ defined on $\Omega$, we also define $\hat{f}(\hat{\mathbf{x}})=f(h \hat{\mathbf{x}})$ on $\hat{\Omega}$.
We apply Theorem 3.2.10: for every $T \in H^{j}\left(D_{\epsilon}^{\prime \prime \prime}\right)$ harmonic, there exists a harmonic polynomial $\tilde{P}^{L}$ of degree at most $L$ such that

$$
\begin{align*}
\left|T-\tilde{P}^{L}\right|_{j, D} & \leq C_{N, j} h^{\frac{N}{2}-j}\left|\hat{T}-\hat{\tilde{P}}^{L}\right|_{j, \hat{D}} \\
& \stackrel{(2.30)}{ } \\
& \leq C_{N, j} h^{\frac{N}{2}-j}\left(\rho_{0} \epsilon_{1}\right)^{-j}\left\|\hat{T}-\hat{\tilde{P}}^{L}\right\|_{0, \hat{D}_{\epsilon}^{\prime}} \\
& \stackrel{(3.13)}{\leq} C_{N, j} h^{\frac{N}{2}-j}\left|\hat{D}_{\epsilon}^{\prime}\right|^{\frac{1}{2}}\left(\rho_{0} \epsilon_{1}\right)^{-j}\left\|\hat{T}-\hat{\tilde{P}}^{L}\right\|_{L^{\infty}\left(\hat{D}_{\epsilon}^{\prime}\right)} h^{\frac{N}{2}-j}\left(\frac{1}{1-\epsilon_{1}}\right)^{\frac{N}{2}}\left(\rho_{0} \epsilon_{1}\right)^{-j} \epsilon_{2}^{-p} b^{-L \epsilon_{2}^{q}}\|\hat{T}\|_{L^{\infty}\left(\hat{D}_{\epsilon}^{\prime \prime}\right)} \\
& \leq C_{N, j, \hat{D}} h^{\frac{N}{2}-j}\left(\rho_{0} \epsilon_{1}\right)^{-j} \epsilon_{2}^{-p} b^{-L \epsilon_{2}^{q}} \epsilon_{3}^{-\frac{N}{2}}\|\hat{T}\|_{0, \hat{D}_{\epsilon}^{\prime \prime \prime}} \\
& \leq C_{N, j, \hat{D}} h^{-j} \epsilon_{1}^{-j} \epsilon_{2}^{-p} b^{-L \epsilon_{2}^{q}} \epsilon_{3}^{-\frac{N}{2}}\|T\|_{0, D_{\epsilon}^{\prime \prime \prime}}
\end{align*}
$$

where the bound in the second-last step follows from the mean value theorem for harmonic functions (2.27).

Now we define

$$
\tilde{\phi}:=\phi-Q^{k+1} \phi
$$

where $Q^{k+1} \phi$ is the Taylor polynomial of $\phi$ (of order $k+1$ and degree $k$ ) averaged on $B_{\rho_{0} h}$ defined in (3.4). We choose

$$
T:=T_{k}[\tilde{\phi}]
$$

from Lemma 3.2.11, using $\epsilon=\epsilon_{*}$. Let $\tilde{P}^{L}$ be the polynomial that approximate $T$ on $D$ from Theorem 3.2 .10 as above, so that (3.21) is satisfied. Finally we define

$$
P^{L}:=\tilde{P}^{L}+Q^{k+1} \phi
$$

that is a harmonic polynomial of degree at most $L$, because $k \leq L$ and thanks to (3.6).

These definitions allow to gather all the approximation results proved so far in the following estimate:

$$
\begin{aligned}
& \left|\phi-P^{L}\right|_{j, D}=\left|\tilde{\phi}+Q^{k+1} \phi-\tilde{P}^{L}-Q^{k+1} \phi\right|_{j, D} \\
& \quad \leq\left|\tilde{\phi}-T_{k}[\tilde{\phi}]\right|_{j, D}+\left|T_{k}[\tilde{\phi}]-\tilde{P}^{L}\right|_{j, D} \\
& \stackrel{(3.18)}{(3.21)} \leq C_{N, k} \rho_{0}^{-j}\left(\epsilon_{*} h\right)^{k+1-j}|\tilde{\phi}|_{k+1, D}+C_{N, j, \hat{D}} h^{-j} \frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}}\left\|T_{k}[\tilde{\phi}]\right\|_{0, D_{\epsilon}^{\prime \prime \prime}} \\
& \stackrel{(3.16)}{\leq} C_{N, j, k, \hat{D}}\left(\left(\epsilon_{*} h\right)^{k+1-j}|\tilde{\phi}|_{k+1, D}+\frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}} \sum_{l=0}^{k} \epsilon_{*}^{l} h^{l-j}|\tilde{\phi}|_{l, D}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(3.7)}{\leq} C_{N, j, k, \hat{D}}\left(\epsilon_{*}^{k+1-j}+\frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}} \sum_{l=0}^{k} \epsilon_{*}^{l}\right) h^{k+1-j}|\phi|_{k+1, D} \\
& \leq C_{N, j, k, \hat{D}}\left(\epsilon_{*}^{k+1-j}+\frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}}\right) h^{k+1-j}|\phi|_{k+1, D}
\end{aligned}
$$

as $Q^{k+1} \phi$ is a polynomial of degree at most $k$. Now, for every value $\lambda_{D} \in$ $(\log 2 / \log L, 1 / q)$ we can fix $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=L^{-\lambda_{D}}<\frac{1}{2}$. This gives

$$
\left|\phi-P^{L}\right|_{j, D} \leq C_{N, j, k, \hat{D}}\left(L^{-\lambda_{D}(k+1-j)}+\frac{L^{\lambda_{D}\left(j+p+\frac{N}{2}\right)}}{b^{L^{1-\lambda_{D}}}}\right) h^{k+1-j}|\phi|_{k+1, D}
$$

which concludes the proof.
Remark 3.2 .13 . As previously mentioned, in the case $N \geq 3$, it would be very desirable to prove a sharp lower bound on the parameter $\lambda_{D}$ in (3.20) for a class of domains of special interest, for example three-dimensional convex sets. Even restricting to polyhedral domains could be enough, since $D$ is mainly meant to be an element in a finite element mesh. Here we describe a few possible approaches to tackle this problem.

The most natural idea is to repeat the proof done in [19] and in the related papers $[8,20,21]$ for a special class of domains and to choose sharper bounding constants in all the intermediate results. However, a first attempt suggests that this may provide a good bound for the relevant parameter only in the case of a spherical domain. A second approach is the use of the so-called Lhtheory developed by V. Zahariuta and described in [179,206]; this seems to be more suitable for harmonic problems than the theory of complex potential and plurisubharmonic functions used in the proof of [19], on the other hand the Lh-theory is much less developed and not easy to handle. A third possibility that is worth investigating is the following: we consider a harmonic function $\phi$ defined on $D^{\delta}=D+B_{\delta h}$, with convex $D$, and we write it using the single layer potential as

$$
\phi(\mathbf{x})=\int_{\partial D^{\delta}} G(\mathbf{x}, \mathbf{y}) q(\mathbf{y}) \mathrm{d} S(\mathbf{y}), \quad G(\mathbf{x}, \mathbf{y})=\frac{1}{\left|\mathbb{S}^{N-1}\right|(N-2)|\mathbf{x}-\mathbf{y}|^{N-2}}
$$

for some density $q$, where $G$ is the fundamental solution of the Laplace equation (cf. [184, (7.4)] and [77, Sect. 2.2.1a]). Thus, if it was possible to approximate accurately $\mathbf{x} \mapsto|\mathbf{x}|^{2-N}$ in the special domain $\left(B_{R} \backslash B_{\epsilon}\right) \cap\{\mathbf{x}=$ $\left.\left(x_{1}, \ldots, x_{N}\right), x_{N}>0\right\}(\epsilon \ll R)$ with a harmonic polynomial $P_{L, \epsilon}$ of degree $L$, then $\phi$ would be approximated in $D$ by the harmonic polynomial

$$
P_{L}(\mathbf{x})=\int_{\partial D^{\delta}} \frac{P_{L, \epsilon}(\mathbf{x}-\mathbf{y}) q(\mathbf{y})}{\left|\mathbb{S}^{N-1}\right|(N-2)} \mathrm{d} S(\mathbf{y})
$$

In this case, the dependence of the error on the distance $\epsilon$, related to $\delta=$ $d\left(D, D^{\delta}\right) / h$, is crucial.

### 3.3. Approximation of Helmholtz solutions by generalized harmonic polynomials

In Section 3.2 we established how a harmonic function can be approximated by harmonic polynomials. In this section we use these results, together with Vekua's theory, to prove error bounds for the approximation of Helmholtz solutions by means of generalized harmonic polynomials. We only have to combine the results of Theorems 2.3.1, 3.2.2, 3.2.5 and 3.2.12. These estimates guarantee the convergence when the diameter $h$ decreases to zero or the degree $L$ goes to infinity.

In Section 2.3 we proved the continuity of the inverse Vekua operator $V_{2}$ in Sobolev norms with constants explicit in $\omega h$ only for $N=2,3$ (due to the poor interior estimates coming from Lemma 2.3.12). This fact is reflected in the approximation: parts (i) and (v) of Theorem 3.3.1 give $h$ - and $p$ estimates, respectively, in any space dimension without explicit dependence on the wavenumber. Part (ii) contains the wavenumber-explicit $h$-estimate for $N=2,3$, while the corresponding results in $p$ are given in parts (iii) $(N=2)$ and (iv) $(N=3)$.

Theorem 3.3.1. Let $D \subset \mathbb{R}^{N}$ be a domain as in Assumption 3.1.1, $k \in \mathbb{N}$ and $u \in H^{k+1}(D)$ be a solution of the homogeneous Helmholtz equation $\Delta u+\omega^{2} u=$ 0 in $D$. Then the following results hold.
(i) $h$-estimates:

For every $N \geq 2$ and for every $L \leq k$ there exists a generalized harmonic polynomial $Q_{L}$ of degree at most $L$ such that, for every $j \leq L+1$, it holds

$$
\begin{equation*}
\left\|u-Q_{L}\right\|_{j, \omega, D} \leq C \rho_{0}^{-\frac{N}{2}}(1+L)^{4 N} e^{j+L} h^{L+1-j}\|u\|_{L+1, \omega, D} \tag{3.22}
\end{equation*}
$$

where the constant $C$ depends only on the product $\omega h, \rho$ and $N$, but is independent of $L, j, \rho_{0}$ and $u$. In particular, this holds when $Q_{L}=$ $V_{1}\left[Q^{L+1} V_{2}[u]\right]$, where $Q^{L+1} V_{2}[u]$ denote the averaged Taylor polynomial of degree $L+1$ of $V_{2}[u]$ (see Definition 3.2.1).
(ii) $h$-estimates, explicit in $\omega h$ :

If $N=2,3$, for every $L \leq k$ there exists a generalized harmonic polynomial $Q_{L}$ of degree at most $L$ such that, for every $j \leq L+1$, it holds

$$
\begin{align*}
\left\|u-Q_{L}\right\|_{j, \omega, D} \leq C & \rho_{0}^{-\frac{N}{2}} \rho^{1-N}(1+L)^{\frac{9 N}{2}} e^{j+L} \\
& \cdot\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} h^{L+1-j}\|u\|_{L+1, \omega, D} \tag{3.23}
\end{align*}
$$

where the constant $C$ depends only on $N$, but is independent of $h, \omega, L$, $j, \rho, \rho_{0}$ and $u$. Again, this holds when $Q_{L}=V_{1}\left[Q^{L+1} V_{2}[u]\right]$.
(iii) $h p$-estimates in two space dimensions:

If $N=2$ and $D$ satisfies the exterior cone condition with angle $\lambda_{D} \pi$
(see Definition 3.2.4), then for every $L \geq k$ there exists a generalized harmonic polynomial $Q_{L}^{\prime}$ of degree at most $L$ such that, for every $j \leq$ $k+1$, it holds

$$
\begin{align*}
& \left\|u-Q_{L}^{\prime}\right\|_{j, \omega, D} \\
& \leq C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda_{D}(k+1-j)} h^{k+1-j}\|u\|_{k+1, \omega, D}, \tag{3.24}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D, j$ and $k$, but is independent of $h, \omega, L$ and $u$. This holds when $Q_{L}^{\prime}=V_{1}\left[P^{\prime L}\right]$, where $P^{\prime L}$ is the harmonic polynomial approximating $V_{2}[u]$ provided by Theorem 3.2.5; notice that (3.24) holds also for $k=-1$.
(iv) $h p$-estimates in three space dimensions:

If $N=3$, there exists a constant $\lambda_{D}>0$ depending only on the shape of $D$, such that for every $L \geq \max \left\{k, 2^{1 / \lambda_{D}}\right\}$ there exists a generalized harmonic polynomial $Q_{L}^{\prime \prime}$ of degree at most $L$ such that, for every $j \leq$ $k+1$, it holds

$$
\begin{align*}
& \left\|u-Q_{L}^{\prime \prime}\right\|_{j, \omega, D} \\
& \quad \leq C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda_{D}(k+1-j)} h^{k+1-j}\|u\|_{k+1, \omega, D}, \tag{3.25}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D, j$, and $k$, but is independent of $h, \omega, L$ and $u$. In particular, this holds when $Q_{L}^{\prime \prime}=V_{1}\left[P^{\prime \prime L}\right]$, where $P^{\prime \prime L}$ is the harmonic polynomial approximating $V_{2}[u]$ provided by Theorem 3.2.12.
(v) $h p$-estimates in $N$ space dimensions:

For every $N \geq 2$, there exists a constant $\lambda_{D}>0$ depending only on the shape of $D$, such that for every $L$ large enough there exists a generalized harmonic polynomial $Q_{L}^{\prime \prime}$ of degree at most $L$ such that, for every $j \leq$ $k+1$, it holds

$$
\begin{equation*}
\left\|u-Q_{L}^{\prime \prime}\right\|_{j, \omega, D} \leq C L^{-\lambda_{D}(k+1-j)} h^{k+1-j}\|u\|_{k+1, \omega, D}, \tag{3.26}
\end{equation*}
$$

where the constant $C$ depends only on the shape of $D, j, k$, and $\omega h$, but is independent of $L$ and $u$. Again, this holds when $Q_{L}^{\prime \prime}=V_{1}\left[P^{\prime \prime L}\right]$.
Proof. In order to prove both items (i) and (ii), we choose the same $Q_{L}=$ $V_{1}\left[Q^{L+1} V_{2}[u]\right]$, and we use the continuity of the Vekua operators (2.9), (2.10), (2.12) and the Bramble-Hilbert Theorem 3.2.2. For every $N \geq 2$ we have

$$
\begin{aligned}
& \left\|u-Q_{L}\right\|_{j, \omega, D}^{2} \\
& \stackrel{(2.9)}{\leq} C_{N} \rho^{1-N}(1+j)^{3 N+1} e^{2 j}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)}\left|V_{2}[u]-Q^{L+1} V_{2}[u]\right|_{l, D}^{2} \\
& \stackrel{(3.8)}{\leq} C_{N} \rho^{1-N}(1+j)^{3 N+1} e^{2 j}\left(1+(\omega h)^{2}\right)^{2}
\end{aligned}
$$

3. Approximation of homogeneous Helmholtz solutions

$$
\begin{aligned}
& \quad \sum_{l=0}^{j} \omega^{2(j-l)} \frac{(1+l)^{2(N-1)}}{\rho_{0}^{N}} \frac{N^{2(L+1-l)}}{(L-l)!^{2}} h^{2(L+1-l)}\left|V_{2}[u]\right|_{L+1, D}^{2} \\
& \leq C_{N} \rho^{1-N} \rho_{0}^{-N}(1+j)^{5 N} e^{2 j}\left(1+(\omega h)^{j+2}\right)^{2} h^{2(L+1-j)}\left|V_{2}[u]\right|_{L+1, D}^{2} \\
& \stackrel{(2.10)}{\leq} C_{N, \omega h, \rho} \rho_{0}^{-N}(1+j)^{5 N} e^{2 j} h^{2(L+1-j)}(L+1)^{3 N-1} e^{2(L+1)}\|u\|_{L+1, \omega, D}^{2} \\
& \leq C_{N, \omega h, \rho} \rho_{0}^{-N}(1+L)^{8 N-1} e^{2(j+L)} h^{2(L+1-j)}\|u\|_{L+1, \omega, D}^{2},
\end{aligned}
$$

(notice that the case $l=L+1$ follows from $\left|V_{2}[u]-Q^{L+1} V_{2}[u]\right|_{L+1, D}=$ $\left|V_{2}[u]\right|_{L+1, D}$ because $Q^{L+1} V_{2}[u]$ is a polynomial of degree at most $L$ ) and for $N=2,3$ we obtain

$$
\begin{aligned}
& \left\|u-Q_{L}\right\|_{j, \omega, D}^{2} \\
& \quad \leq C_{N} \rho^{1-N} \rho_{0}^{-N}(1+j)^{5 N} e^{2 j}\left(1+(\omega h)^{j+2}\right)^{2} h^{2(L+1-j)}\left|V_{2}[u]\right|_{L+1, D}^{2} \\
& \stackrel{(2.12)}{\leq} C_{N} \rho_{0}^{-N} \rho^{2-2 N}(1+j)^{5 N} e^{2 j}\left(1+(\omega h)^{j+2+4}\right)^{2} h^{2(L+1-j)} \\
& \quad \cdot(1+L)^{4 N-2} e^{2(L+1)} e^{\frac{3}{2}(1-\rho) \omega h}\|u\|_{L+1, \omega, D}^{2} \\
& \leq C_{N} \\
& \quad \rho_{0}^{-N} \rho^{2-2 N}(1+L)^{9 N-2} e^{2(j+L)} \\
& \quad \cdot\left(1+(\omega h)^{j+6}\right)^{2} e^{\frac{3}{2}(1-\rho) \omega h} h^{2(L+1-j)}\|u\|_{L+1, \omega, D}^{2} \cdot
\end{aligned}
$$

Items (iii), (iv) and (v) can be proved in a similar way by choosing $Q_{L}^{\prime}=$ $V_{1}\left[P^{\prime L}\right]$ and $Q_{L}^{\prime \prime}=V_{1}\left[P^{\prime \prime L}\right]$, with $P^{\prime L}$ and $P^{\prime \prime L}$ approximations to $V_{2}[u]$ provided by Theorems 3.2.5 and 3.2.12, respectively. For $N=2$ we have

$$
\begin{aligned}
& \left\|u-Q_{L}^{\prime}\right\|_{j, \omega, D}^{2} \stackrel{(2.9)}{\leq} C(1+j)^{7} e^{2 j}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)}\left|V_{2}[u]-P^{\prime L}\right|_{l, D}^{2} \\
& \stackrel{(3.12)}{\leq} C_{j, k, \hat{D}}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)} h^{2(k+1-l)} \\
& \left.\quad \cdot\left(\frac{\log (L+2)}{L+2}\right)^{2 \lambda_{D}(k+1-l)} \right\rvert\, V_{2}[u]_{k+1, D}^{2} \\
& \leq C_{j, k, \hat{D}}\left(1+(\omega h)^{j+2}\right)^{2}\left(\frac{\log (L+2)}{L+2}\right)^{2 \lambda_{D}(k+1-j)} h^{2(k+1-j)}\left|V_{2}[u]\right|_{k+1, D}^{2} \\
& \stackrel{(2.12)}{\leq} C_{j, k, \hat{D}}\left(1+(\omega h)^{j+6}\right)^{2} e^{\frac{3}{2}(1-\rho) \omega h} \\
& \quad \cdot\left(\frac{\log (L+2)}{L+2}\right)^{2 \lambda_{D}(k+1-j)} h^{2(k+1-j)}\|u\|_{k+1, \omega, D}^{2},
\end{aligned}
$$

while for every $N \geq 2$ we obtain

$$
\begin{aligned}
& \left\|u-Q_{L}^{\prime \prime}\right\|_{j, \omega, D}^{2} \stackrel{(2.9)}{\leq} C_{\rho}(1+j)^{3 N+1} e^{2 j}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)}\left|V_{2}[u]-P^{\prime \prime L}\right|_{l, D}^{2} \\
& \stackrel{(3.20)}{\leq} C_{j, k, \hat{D}}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)} h^{2(k+1-l)} L^{-2 \lambda_{D}(k+1-l)}\left|V_{2}[u]\right|_{k+1, D}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq C_{j, k, \hat{D}}\left(1+(\omega h)^{j+2}\right)^{2} L^{-2 \lambda_{D}(k+1-j)} h^{2(k+1-j)}\left|V_{2}[u]\right|_{k+1, D}^{2} \\
& \stackrel{(2.10)}{\leq} C_{j, k, \hat{D}, \omega h} L^{-2 \lambda_{D}(k+1-j)} h^{2(k+1-j)}\|u\|_{k+1, \omega, D}^{2},
\end{aligned}
$$

which is the assertion (3.26). If $N=3$, in the last step in the previous chain of inequalities the dependence on $\omega h$ can be made explicit using (2.12) instead of (2.10):

$$
\begin{aligned}
& \left\|u-Q_{L}^{\prime \prime}\right\|_{j, \omega, D}^{2} \leq C_{j, k, \hat{D}}\left(1+(\omega h)^{j+2}\right)^{2} L^{-2 \lambda_{D}(k+1-j)} h^{2(k+1-j)}\left|V_{2}[u]\right|_{k+1, D}^{2} \\
& \quad \begin{array}{l}
(2.12) \\
\leq
\end{array} C_{j, k, \hat{D}}\left(1+(\omega h)^{j+6}\right)^{2} e^{\frac{3}{2}(1-\rho) \omega h} L^{-2 \lambda_{D}(k+1-j)} h^{2(k+1-j)}\|u\|_{k+1, \omega, D}^{2}
\end{aligned}
$$

Theorem 3.3.1 shows that a solution of the Helmholtz equation with Sobolev regularity $k+1$ can be approximated by generalized harmonic polynomials with algebraic convergence both in the mesh size $h$ and in the degree $L$. The order of convergence in $h$ is $k+1-j$ and the order of convergence in $L$ is $\lambda_{D}(k+1-j)$, where $\lambda_{D}$ is a parameter depending on the domain shape. The two-dimensional result comes from [144]; in this case we have complete control of the rate of convergence since $\pi \lambda_{D}$ is the opening of the smallest re-entrant corner of the domain; estimate (3.24) has been shown in [144] to be sharp. In three dimensions, the result is much less powerful because an explicit lower bound for the parameter $\lambda_{D}$ in (3.25) is not available yet, as explained in Remark 3.2.13. This means that the convergence rate in $L$ is not fully explicit.
Remark 3.3.2. If the domain $D$ does not satisfy Assumption 3.1.1 but only the weaker Assumption 2.2.1 (namely, it is not star-shaped with respect to an open set but only with respect to a point) then it is still possible to prove a $h$-estimate, thanks to Theorem 3.2.3. We fix the value

$$
\eta= \begin{cases}2+\log \left(\frac{1-\rho}{\rho}\right) & N=2 \\ 2\left(\frac{1-\rho}{\rho}\right)^{N-2} & N>2\end{cases}
$$

and define $Q_{L}=V_{1}\left[T_{0}^{L+1}\left[V_{2}[u]\right]\right]$, namely, the Vekua transform of the Taylor polynomial of $V_{2}[u]$ with degree $L$ and centered at $\mathbf{0}$. Then, using (3.9) instead of (3.7), the bound (3.22) becomes

$$
\begin{equation*}
\left\|u-Q_{L}\right\|_{j, \omega, D} \leq C\left(\eta^{\frac{1}{2}} N\right)^{L+1}(1+L)^{\frac{7}{2} N} e^{j+L} h^{L+1-j}\|u\|_{L+1, \omega, D} \tag{3.27}
\end{equation*}
$$

for every $N \geq 2$ and $j \leq L+1 ; C$ depends only on $\rho, \omega h$ and $N$ (but not on $\rho_{0}$, which can be equal to zero in this domain). The second bound (3.23) becomes

$$
\begin{gather*}
\left\|u-Q_{L}\right\|_{j, \omega, D} \leq C \rho^{1-N}\left(\eta^{\frac{1}{2}} N\right)^{L+1}(1+L)^{4 N} e^{j+L}\left(1+(\omega h)^{j+6}\right) \\
e^{\frac{3}{4}(1-\rho) \omega h} h^{L+1-j}\|u\|_{L+1, \omega, D} \tag{3.28}
\end{gather*}
$$

for $N=2,3 ; C$ depends only on the space dimension $N$.

## 3. Approximation of homogeneous Helmholtz solutions

Moreover, we can express the spatial dependence of the difference between two subsequent approximating generalized harmonic polynomials as
$Q_{L+1}(\mathbf{x})-Q_{L}(\mathbf{x})=V_{1}\left[T_{\mathbf{0}}^{L+2}\left[V_{2}[u]\right]-T_{\mathbf{0}}^{L+1}\left[V_{2}[u]\right]\right](\mathbf{x})=g\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) j_{L+1}^{N}(\omega|\mathbf{x}|)$,
for some $g \in L^{2}\left(\mathbb{S}^{N-1}\right)$, because $T_{\mathbf{0}}^{L+2}-T_{\mathbf{0}}^{L+1}$ is a homogeneous polynomial of degree $L+1$ whose Vekua transform is given by (2.47). This fact is not true in general for the polynomials constructed using Theorems 3.2.2, 3.2.5 and 3.2.12 because their differences are not homogeneous.
If $u$ with $\Delta u+\omega^{2} u=0$ possesses an analytic extension beyond $\partial D$, then, thanks to Theorem 3.2.10, we can expect exponentially accurate approximation by generalized harmonic polynomials; this is shown in the next proposition.

Proposition 3.3.3. Let $D \subset \mathbb{R}^{N}, N \geq 2$, satisfy Assumption 3.1.1. Then there exist constants $p>0, b>1, q>0$ and $C>0$ depending only on $D$, such that, for every $\delta \in(0,1)$, for every $u$ solution of $\Delta u+\omega^{2} u=0$ in $D^{\delta}=D+B_{\delta h}$, and for every integer $L>0$, there exists a generalized harmonic polynomial $Q$ of degree at most $L$ such that

$$
\begin{equation*}
\|u-Q\|_{L^{\infty}(D)} \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h(1+2 \delta)}(\delta h)^{-p} b^{-L(\delta h)^{q}}\|u\|_{L^{\infty}\left(D^{\delta}\right)} \tag{3.29}
\end{equation*}
$$

Moreover, if $u \in H^{j}(D), j \in \mathbb{N}$, the following bound holds

$$
\begin{equation*}
\|u-Q\|_{j, \omega, D} \leq C\left(1+(\omega h)^{4+j}\right) e^{\frac{1}{2}(1-\rho) \omega h(1+2 \delta)} b^{-L(\delta h)^{q}}\|u\|_{L^{\infty}\left(D^{\delta}\right)} \tag{3.30}
\end{equation*}
$$

where the constant $C$ depend on $N, D, j$ and $\delta h$, while $b>1$ and $q>0$ (possibly different from the previous ones) depends only on $D$.

Proof. In order to prove the first bound, we only have to use the continuity of $V_{1}$ and $V_{2}$ in $L^{\infty}$-norm, Theorem 3.2.10 and the simple fact that $D^{\delta}$ satisfies Assumption 3.1.1 with diameter $(1+2 \delta) h$ :

$$
\begin{aligned}
&\|u-Q\|_{L^{\infty}(D)} \stackrel{(2.13)}{\leq}\left(1+\frac{(\omega h)^{2}}{4}\right)\left\|V_{2}[u-Q]\right\|_{L^{\infty}(D)} \\
& \stackrel{(3.13)}{\leq} C\left(1+(\omega h)^{2}\right)(\delta h)^{-p} b^{-L(\delta h)^{q}}\left\|V_{2}[u]\right\|_{L^{\infty}\left(D^{\delta}\right)} \\
& \stackrel{(2.14)}{\leq} C\left(1+(\omega h)^{2}\right)\left(1+(\omega h(1+2 \delta))^{2}\right) e^{\frac{1}{2}(1-\rho) \omega h(1+2 \delta)}(\delta h)^{-p} \\
& b^{-L(\delta h)^{q}}\|u\|_{L^{\infty}\left(D^{\delta}\right)}
\end{aligned}
$$

If $u \in H^{j}(D) \cap L^{\infty}\left(D^{\delta}\right)$ we apply the Cauchy estimates on the transform of $u$ :

$$
\begin{aligned}
&\|u-Q\|_{j, \omega, D}^{2} \stackrel{(2.9)}{\leq} C_{N, \rho}(1+j)^{3 N+1} e^{2 j}\left(1+(\omega h)^{2}\right)^{2}\left\|V_{2}[u-Q]\right\|_{j, \omega, D}^{2} \\
& \stackrel{(0.2)(\mathrm{B} .10)}{\leq} C_{N, \rho}(1+j)^{3 N+1} e^{2 j}\left(1+(\omega h)^{2}\right)^{2} \\
& \sum_{l=0}^{j} \omega^{2(j-l)}(1+l)^{N-1}|D|\left|V_{2}[u-Q]\right|_{W^{l, \infty}(D)}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(2.29)}{\leq} C_{N, \rho}(1+j)^{4 N+1} e^{2 j}\left(1+(\omega h)^{2+j}\right)^{2} \\
& \qquad\left(\frac{N j}{\delta h / 2}\right)^{2 j}\left\|V_{2}[u-Q]\right\|_{L^{\infty}\left(D^{\delta / 2}\right)}^{2} \\
& \stackrel{(3.13)}{\leq} C_{N, D}(1+j)^{4 N+1}\left(1+(\omega h)^{2+j}\right)^{2} \\
& \qquad\left(\frac{2 e N j}{\delta h}\right)^{2 j}\left(\frac{\delta h}{2}\right)^{-2 p} b^{-2 L(\delta h / 2)^{q}}\left\|V_{2}[u]\right\|_{L^{\infty}\left(D^{\delta}\right)}^{2} \\
& \begin{array}{l}
(2.14) \\
\leq
\end{array} C_{N, D}(1+j)^{4 N+1}\left(1+(\omega h)^{4+j}\right)^{2} e^{(1-\rho) \omega h(1+2 \delta)} \\
& \quad\left(\frac{2 e N j}{\delta h}\right)^{2 j}(\delta h)^{-\tilde{p}} \tilde{b}^{-2 L(\delta h)^{q}}\|u\|_{L^{\infty}\left(D^{\delta}\right)}^{2} \\
& \leq C_{N, D, j, \delta h}\left(1+(\omega h)^{4+j}\right)^{2} e^{(1-\rho) \omega h(1+2 \delta)} \tilde{b}^{-2 L(\delta h)^{q}}\|u\|_{L^{\infty}\left(D^{\delta}\right)}^{2} .
\end{aligned}
$$

Remark 3.3.4. Theorem 3.3.1, Remark 3.3.2 and Proposition 3.3.3 hold true for any complex wavenumber $\omega$ with minor modifications: in every bound $\omega$ has to be substituted by $|\omega|$ and the right-hand sides of $(3.22),(3.23),(3.24)$, $(3.25),(3.26),(3.27),(3.28),(3.30)$ have to be multiplied by $e^{\frac{3}{2}|\omega| h}$, while that of (3.29) by $e^{(1-\rho)|\operatorname{Im} \omega| h}$ (see Remark 2.3.6).

Remark 3.3.5. The Herglotz functions defined in Section 2.4.1 constitute a subspace of the space $\mathcal{H}_{\omega}^{j}(D)$ of the Helmholtz solutions in $D$, for any $j \in \mathbb{N}$. Part $(v)$ of Theorem 3.3.1 ensures the density of the Herglotz functions in $\mathcal{H}_{\omega}^{j}(D)$ for every $j \geq 1, N \geq 2$ and $D$ as in Assumption 3.1.1. This is a generalization of Theorem 2 of [201] where the density in $H^{j}(D)$-norm is proved for domains of class $C^{j-1,1}$; on the other side, we require $D$ to be star-shaped, which was not needed in [201].

### 3.4. Approximation of generalized harmonic polynomials by plane waves

Now we want to approximate the generalized harmonic polynomials using linear combinations of plane waves. The link between plane and circular/spherical waves is given by the Jacobi-Anger expansion and the addition theorem for spherical harmonics, (see Appendix B.4).

In what follows we will always consider plane wave spaces with dimension $p$ chosen according to

$$
p= \begin{cases}2 q+1 & \text { in two dimensions } \\ (q+1)^{2} & \text { in three dimensions }\end{cases}
$$

for some $q \in \mathbb{N}$. This choice ensures that the value of $p$ is equal to the dimension of the space of harmonic polynomials of degree at most $q$ in two and three real variables.

## 3. Approximation of homogeneous Helmholtz solutions

We pursue the following policy: given a generalized harmonic polynomial to be approximated, we represent it as a (finite) linear combination of circular/spherical waves (see (2.49) and (2.51)); then we truncate the Jacobi-Anger expansion of the generic element $\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}$ of $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$, "solve" the resulting linear system with the $\alpha_{k}$ 's as unknowns and thus define the approximating function in $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$. Error bounds will be obtained by estimating the residual error produced by the truncation of the Jacobi-Anger expansions. We will do this in Lemma 3.4.3 (two dimensions) and Lemma 3.4.8 (three dimensions): this entails bounding the norm of the inverse of a matrix defined by the generalized harmonic polynomials. Another detailed analysis of the residual of the truncation the Jacobi-Anger expansion in a quite different setting can be found in [44]. The proof will be fairly technical, because we need a very precise estimate of all the terms involved; on the other hand, we obtain a sharp algebraic order of convergence in $h$, the diameter of the domain, and a faster than exponential speed of convergence in $p$, the number of plane waves used. In the two-dimensional case, this result holds for any choice of the plane wave directions, while in three dimensions, we will have to choose them carefully.

### 3.4.1. Tool: stable bases

Our analysis relies on the existence of a basis of the plane wave space that does not degenerate for small wavenumbers. Yet, it is well-known that the plane wave Galerkin matrix associated with the $L^{2}(D)$ inner product (mass matrix) is very ill-conditioned when the wavenumber is small or when the size of the domain is small, because in these cases the plane waves tend to be linearly dependent. In order to cope with this problem, it is possible to introduce a basis for the space $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$ that is stable with respect to this limit.

In 2D a stable basis was introduced in [96, Sect. 3.1]. Here, we give a simpler construction:

$$
\begin{equation*}
b_{l}(\mathbf{x}):=(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \sum_{l^{\prime}=-q}^{q}\left(\mathbf{A}^{-\top}\right)_{l ; l^{\prime}} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l^{\prime}}} \quad l=-q, \ldots, q \tag{3.31}
\end{equation*}
$$

where $\gamma_{l}=1$ if $l \geq 0$ and $\gamma_{l}=(-1)^{l}$ if $l<0$. The plane waves directions are

$$
\mathbf{d}_{l}=\left(\cos \theta_{l}, \sin \theta_{l}\right) \quad l=-q, \ldots, q, \quad \mathbf{d}_{l} \neq \mathbf{d}_{k} \quad \forall l \neq k
$$

the matrix $\mathbf{A}$ is

$$
\mathbf{A}=\left\{\mathbf{A}_{l ; l^{\prime}}\right\}_{\substack{l=-q, \ldots, q \\ l^{\prime}=-q, \ldots, q}}=\left\{e^{-i l \theta_{l^{\prime}}}\right\}_{\substack{l=-q, \ldots, q \\ l^{\prime}=-q, \ldots, q}} \in \mathbb{C}^{2 q+1,2 q+1}
$$

and the superscript ${ }^{-\top}$ is used to denote the transpose of the inverse (i.e., $\left.\mathbf{A}^{-\top}=\left(\mathbf{A}^{-1}\right)^{\top}\right)$. With this definition, using the polar coordinates $\mathbf{x}=$ $r(\cos \psi, \sin \psi)$, we have

$$
b_{l}(\mathbf{x})=(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \sum_{l^{\prime}=-q}^{q}\left(\mathbf{A}^{-\top}\right)_{l ; l^{\prime}} e^{i \omega r \cos \left(\psi-\theta_{l^{\prime}}\right)}
$$

$$
\begin{aligned}
& \stackrel{(\mathrm{B} .34)}{=}(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \sum_{\tilde{l} \in \mathbb{Z}} i^{\tilde{l}} J_{\tilde{l}}(\omega r) e^{i \tilde{l} \psi} \sum_{l^{\prime}=-q}^{q}\left(\mathbf{A}^{-\top}\right)_{l ; l^{\prime}} e^{-i \tilde{i} \theta_{l^{\prime}}} \\
& =(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \\
& \quad\left(i^{l} J_{l}(\omega r) e^{i l \psi}+\sum_{\mid \tilde{l}>q} i^{\tilde{l}} J_{\tilde{l}}(\omega r) e^{i \tilde{l} \psi} \sum_{l^{\prime}=-q}^{q}\left(\mathbf{A}^{-\top}\right)_{l ; l^{\prime}} e^{-i \tilde{i} \theta_{l^{\prime}}}\right) \\
& \stackrel{(2.49)}{=} V_{1}\left[r^{|l|} e^{i l \psi}\right]+O\left(\omega^{q+1-|l|}\right)_{\omega \rightarrow 0},
\end{aligned}
$$

where we used the property $J_{-k}(z)=(-1)^{k} J_{k}(z) \forall k \in \mathbb{Z}$.
In three dimensions, thanks to the Jacobi-Anger expansion and the definition of the generalized harmonic polynomials, we can easily find a stable basis for $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$.

We fix $q \in \mathbb{N}, p=(q+1)^{2}$ and the $p$ directions $\left\{\mathbf{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ which define $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$ in such a way that the $p \times p$ matrix $^{1}$

$$
\begin{equation*}
\mathbf{M}=\left\{\mathbf{M}_{l, m ; l^{\prime}, m^{\prime}}\right\}_{\substack{l=0, \ldots, q,|m| \leq l, l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}=\left\{Y_{l}^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)\right\}_{\substack{l=0, \ldots, q,|m| \leq l, l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}} \tag{3.32}
\end{equation*}
$$

is invertible. We define $p$ elements of $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$

$$
\begin{align*}
b_{l, m}(\mathbf{x}):=\frac{\Gamma\left(l+\frac{3}{2}\right)}{2 \pi^{\frac{3}{2}}}\left(\frac{2}{i \omega}\right)^{l} \sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\overline{\mathbf{M}^{-\top}}\right)_{l, m ; l^{\prime}, m^{\prime}} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l^{\prime}, m^{\prime}}} \\
\quad l=0, \ldots, q,|m| \leq l . \tag{3.33}
\end{align*}
$$

Relying on the Jacobi-Anger expansion (B.35), we obtain:

$$
\begin{aligned}
& b_{l, m}(\mathbf{x})=4 \pi \frac{\Gamma\left(l+\frac{3}{2}\right)}{2 \pi^{\frac{3}{2}}}\left(\frac{2}{i \omega}\right)^{l} \sum_{\tilde{l} \in \mathbb{N},} i^{\tilde{l}} j_{\tilde{l}}(\omega|\mathbf{x}|) Y_{\tilde{l}}^{\tilde{m}}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \\
& |\tilde{m}| \leq \tilde{l} \\
& \sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\overline{\mathbf{M}^{-1}}\right)_{l^{\prime}, m^{\prime} ; l, m} \overline{Y_{\tilde{l}}^{\tilde{m}}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)} \\
& =\frac{2 \Gamma\left(l+\frac{3}{2}\right)}{\sqrt{\pi}}\left(\frac{2}{i \omega}\right)^{l}\left[i^{l} j_{l}(\omega|\mathbf{x}|) Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)\right. \\
& \left.+\sum_{\substack{\tilde{l}>q,|\tilde{m}| \leq \tilde{l}}} i^{\tilde{l}} j_{\tilde{l}}(\omega|\mathbf{x}|) Y_{\tilde{l}}^{\tilde{m}}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\overline{\mathbf{M}^{-1}}\right)_{l^{\prime}, m^{\prime} ; l, m} \overline{Y_{\tilde{l}}^{\tilde{m}}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)}\right]
\end{aligned}
$$

[^5]$$
\stackrel{(2.51)}{=} V_{1}\left[|\mathbf{x}|^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)\right]+O\left(\omega^{q+1-l}\right)_{\omega \rightarrow 0}
$$
thanks to to the asymptotic properties of the spherical Bessel functions for small arguments (B.21) and to
\[

$$
\begin{aligned}
\sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\mathbf{M}^{-1}\right)_{l^{\prime}, m^{\prime} ; l, m} Y_{\tilde{l}}^{\tilde{m}}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right) & =\sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\mathbf{M}^{-1}\right)_{l^{\prime}, m^{\prime} ; l, m}(\mathbf{M})_{\tilde{l}, \tilde{m} ; l^{\prime}, m^{\prime}} \\
& =\delta_{l, \tilde{l}} \delta_{m, \tilde{m},} \quad \text { if }|\tilde{m}| \leq \tilde{l} \leq q
\end{aligned}
$$
\]

The functions $b_{l, m}$ constitute a basis in $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$; since

$$
b_{l, m}(\mathbf{x}) \xrightarrow{\omega \rightarrow 0}|\mathbf{x}|^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)
$$

uniformly on compact sets, this basis does not degenerate for small positive $\omega$ and its associated mass matrix is well conditioned.

The existence of a stable basis and the proof of the convergence of the plane wave approximation require the matrices $\mathbf{A}$ and $\mathbf{M}$ to be invertible. This is the case if and only if the sets of directions $\left\{\mathbf{d}_{l}\right\}$ or $\left\{\mathbf{d}_{l, m}\right\}$ (in two or three dimensions, respectively) constitute a fundamental system for the harmonic polynomials of degree at most $q$. In two dimensions, if the directions $\mathbf{d}_{l}$ are all different from each other, this is always true, as we will see in the proof of Lemma 3.4.3. In three dimensions, we prove that there exist many configurations of directions that make $\mathbf{M}$ invertible in the following two lemmas and provide an example.

Lemma 3.4.1. Let the matrix $\mathbf{M}$ be defined as in (3.32). The set of the configurations of directions $\left\{\mathbf{d}_{l, m}\right\}_{l=0, \ldots, q,|m| \leq l}$ that makes $M$ invertible is a dense open subset of $\left(\mathbb{S}^{2}\right)^{p}$.
Proof. The spherical harmonics $Y_{l}^{m}=Y_{l}^{m}(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$, and thus the determinant $\operatorname{det}(\mathbf{M}):\left(\mathbb{S}^{2}\right)^{p} \rightarrow \mathbb{C}$, are polynomial functions of $\sin \theta$, $\cos \theta, \sin \varphi, \cos \varphi$. This implies that $\operatorname{det}(\mathbf{M})$ is continuous and then its preimage $[\operatorname{det}(\mathbf{M})]^{-1}\{\mathbb{C} \backslash 0\}$ is an open set.

The existence of at least one configuration of directions $\left\{\mathbf{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ such that $\mathbf{M}$ is invertible is guaranteed by a simple generalization (to non constant degrees $n$ ) of Lemma 6 of [158], or by Lemma 3.4.2 below. Since a trigonometric polynomial is equal to zero in an open set of $\mathbb{R}^{2 p}$ if and only if it is zero everywhere, then $\operatorname{det}(\mathbf{M})$ is zero only in a closed subset of $\left(\mathbb{S}^{2}\right)^{p}$ with empty interior, which means that $\mathbf{M}$ is invertible on a dense set.

Lemma 3.4.2. Given $q \in \mathbb{N}$, let the $p=(q+1)^{2}$ directions on $\mathbb{S}^{2}$ be chosen as

$$
\mathbf{d}_{l, m}=\left(\sin \theta_{l} \cos \varphi_{l, m}, \sin \theta_{l} \sin \varphi_{l, m}, \cos \theta_{l}\right)
$$

for all $l=0, \ldots, q,|m| \leq l$, where the $q+1$ colatitude angles $\left\{\theta_{l}\right\}_{l=0, \ldots, q} \subset(0, \pi)$ are all different from each other, and the azimuths $\left\{\varphi_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l} \subset[0,2 \pi)$ satisfy $\varphi_{l, m} \neq \varphi_{l, m^{\prime}}$ for every $m \neq m^{\prime}$. Then the matrix $\mathbf{M}$ defined in (3.32) is invertible.

Proof. We define

$$
\begin{aligned}
c_{l} & =\cos \theta_{l} & & l=0, \ldots, q \\
N_{l, m} & =\sqrt{\frac{(2 l+1)(l-|m|)!}{4 \pi(l+|m|)!}} & & |m| \leq l \leq q
\end{aligned}
$$

We notice that the values $c_{l}$ are all different in $(-1,1)$ and, thanks to (B.30), it is possible to write the elements of the matrix in the form

$$
\mathbf{M}_{l, m ; l^{\prime}, m^{\prime}}=N_{l, m} P_{l}^{|m|}\left(c_{l^{\prime}}\right) e^{i m \varphi_{l^{\prime}, m^{\prime}}}
$$

where $P_{l}^{m}$ denote the Legendre function defined in (B.24).
For every $m \in\{0, \ldots, q\}$, we define the square matrix of dimension $q-m+1$

$$
\mathbf{S}^{m}=\left\{\mathbf{S}_{j ; l}^{m}\right\}_{\substack{j=m, \ldots, q \\ l=m, \ldots, q}}=\left\{D^{m} P_{l}\left(c_{j}\right)\right\}_{\substack{j=m, \ldots, q \\ l=m, \ldots, q}}
$$

where $D^{m} P_{l}$ are the $m^{\text {th }}$ derivatives of the Legendre polynomials of degree $l$ defined in (B.22) and constitute a basis of the space of the polynomials of degree $q$ - $m$. If the vector $\vec{\eta} \in \mathbb{R}^{q-m+1}$ belongs to the kernel of $\mathbf{S}^{m}$, i.e., $\mathbf{S}^{m} \vec{\eta}=\overrightarrow{0}$, then we have

$$
0=\left(\mathbf{S}^{m} \vec{\eta}\right)_{j}=\sum_{l=m}^{q} D^{m} P_{l}\left(c_{j}\right) \eta_{l} \quad \forall j=m, \ldots, q
$$

that means the polynomial $\sum_{l=m}^{q} D^{m} P_{l}(x) \eta_{l}$ of degree $q-m$ has $q-m+1$ distinct zeroes. This implies that $\vec{\eta}=\overrightarrow{0}$ and hence the matrix $\mathbf{S}^{m}$ is invertible.

This fact also implies the invertibility of the matrices

$$
\begin{aligned}
& \left\{\mathbf{R}_{j ; l}^{m}\right\}_{\substack{j=m, \ldots, q \\
l=m, \ldots, q}}=\operatorname{diag}\left(\left\{\left(1-c_{j}^{2}\right)^{\frac{m}{2}}\right\}_{j=m, \ldots, q}\right) \cdot \mathbf{S}^{m} \cdot \operatorname{diag}\left(\left\{N_{l, m}\right\}_{l=m, \ldots, q}\right) \\
& =\left\{N_{l, m}\left(1-c_{j}^{2}\right)^{\frac{m}{2}} D^{m} P_{l}\left(c_{j}\right)\right\}_{\substack{j=m, \ldots, q \\
l=m, \ldots, q}} \\
& \stackrel{(\mathrm{~B} .24)}{=}\left\{N_{l, m} P_{l}^{m}\left(c_{j}\right)\right\}_{\substack{j=m, \ldots, \ldots \\
l=m, \ldots, q}} \quad m=0, \ldots, q,
\end{aligned}
$$

where $P_{l}^{m}$ are the associated Legendre functions. Similarly, also the matrices

$$
\begin{aligned}
&\left\{\mathbf{R}_{j ; l}^{-m}\right\}_{\substack{j=m, \ldots, q \\
l=m, \ldots, q}}=\operatorname{diag}\left(\left\{\left(1-c_{j}^{2}\right)^{\frac{m}{2}}\right\}_{j=m, \ldots, q}\right) \cdot \mathbf{S}^{m} \cdot \operatorname{diag}\left(\left\{N_{l,-m}\right\}_{l=m, \ldots, q}\right) \\
&=\left\{N_{l,-m}\left(1-c_{j}^{2}\right)^{\frac{m}{2}} D^{m} P_{l}\left(c_{j}\right)\right\}_{\substack{j=m, \ldots, q \\
l=m, \ldots, q}} \\
& \stackrel{(\mathrm{~B} .24)}{=}\left\{N_{l,-m} P_{l}^{m}\left(c_{j}\right)\right\}_{\substack{j=m, \ldots, q \\
l=m, \ldots, q}} \quad m=1, \ldots, q,
\end{aligned}
$$

are invertible.
We fix a vector $\vec{\xi}$ in $\mathbb{C}^{p}$ such that

$$
\left(\mathbf{M}^{\top} \vec{\xi}\right)_{l^{\prime}, m^{\prime}}=\sum_{\substack{l=0, \ldots, q \\|m| \leq l}} Y_{l}^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right) \xi_{l, m}=0 \quad \forall l^{\prime}=0 \ldots, q, \quad\left|m^{\prime}\right| \leq l^{\prime}
$$

## 3. Approximation of homogeneous Helmholtz solutions

If we show that $\xi_{l, m}=0$ for all $l=0, \ldots, q$ and $m=-l, \ldots, l$, then $\mathbf{M}^{\top}$ (and thus $\mathbf{M}$ ) is invertible and the proof is complete.

We define the functions

$$
\begin{equation*}
a_{m}(\theta)=\sum_{l=|m|}^{q} \xi_{l, m} N_{l, m} P_{l}^{|m|}(\cos \theta) \quad \forall m=-q, \ldots, q, \quad \theta \in(0, \pi) \tag{3.34}
\end{equation*}
$$

so that, owing to (B.30), we have

$$
\begin{equation*}
\left(\mathbf{M}^{\top} \vec{\xi}\right)_{l^{\prime}, m^{\prime}}=\sum_{m=-q}^{q} a_{m}\left(\theta_{l^{\prime}}\right) e^{i m \varphi_{l^{\prime}, m^{\prime}}}=0 \quad \forall l^{\prime}=0, \ldots, q, \quad\left|m^{\prime}\right| \leq l^{\prime} \tag{3.35}
\end{equation*}
$$

The last expression in the case $l^{\prime}=q$ reads

$$
\sum_{m=-q}^{q} a_{m}\left(\theta_{q}\right) e^{i m \varphi_{q, m^{\prime}}}=0 \quad \forall m^{\prime}=-q, \ldots, q
$$

Thus, the function $\sum_{m=-q}^{q} a_{m}\left(\theta_{q}\right) e^{i m \varphi}$ is a trigonometric polynomial of degree $q$ in the variable $\varphi$ with $2 q+1$ zeroes, so its coefficients vanish:

$$
\begin{equation*}
a_{m}\left(\theta_{q}\right)=0 \quad \forall m=-q, \ldots, q \tag{3.36}
\end{equation*}
$$

Take $m=q$; thanks to (3.34) and (B.26), we have

$$
0=a_{q}\left(\theta_{q}\right)=\xi_{q, q} N_{q, q} P_{q}^{q}\left(\cos \theta_{q}\right)=\xi_{q, q} N_{q, q} \frac{(2 q)!}{2^{q} q!}\left(1-\cos ^{2} \theta_{q}\right)^{\frac{q}{2}}
$$

that implies $\xi_{q, q}=0$ and also $a_{q}(\theta)=0$ for every $\theta \in(0, \pi)$. Similarly we can prove that $\xi_{q,-q}=0$ and $a_{-q}(\theta)=0$ for every $\theta \in(0, \pi)$.

Now we proceed by induction on the index $\bar{m}$ decreasing from $q-1$ to 0 :

$$
\text { induction hypotheses }\left\{\begin{align*}
\xi_{l, m}=0 & \bar{m}<|m| \leq l \leq q  \tag{A}\\
a_{m}\left(\theta_{j}\right)=0 & |m| \leq \bar{m}<j \leq q
\end{align*}\right.
$$

We have already verified the induction hypotheses at the initial step $\bar{m}=q-1$ : $\xi_{q, \pm q}=0$ and $a_{m}\left(\theta_{q}\right)=0$ for all $|m| \leq q$ (see (3.36)), and in particular for all $|m| \leq q-1$.

Let us suppose that (A) and (B) hold for a fixed $\bar{m} \in\{0, \ldots, q-1\}$. We have to prove

$$
\text { induction assertions }\left\{\begin{align*}
& \xi_{l, m}=0  \tag{A'}\\
& a_{m}\left(\theta_{j}\right)=0 \bar{m}=|m| \leq l \leq q \\
&|m| \leq \bar{m}=j
\end{align*}\right.
$$

The equation (3.35) for $l^{\prime}=\bar{m}$ reads

$$
\sum_{m=-\bar{m}}^{\bar{m}} a_{m}\left(\theta_{\bar{m}}\right) e^{i m \varphi_{\bar{m}, m^{\prime}}}=0 \quad \forall\left|m^{\prime}\right| \leq \bar{m}
$$

since, thanks to (A) and (3.34), $a_{m}\left(\theta_{\bar{m}}\right)=0$ for $|m|>\bar{m}$. This is a trigonometric polynomial in $\varphi$ of degree $\bar{m}$ having $2 \bar{m}+1$ zeroes $\left\{\varphi_{\bar{m}, m^{\prime}}\right\}_{m^{\prime}=-\bar{m}, \ldots, \bar{m}}$, so it is identically zero and $a_{m}\left(\theta_{\bar{m}}\right)=0$ for every $|m| \leq \bar{m}$, that is ( $\mathrm{B}^{\prime}$ ).

Thanks to (B) and (B'), for every $j \in\{\bar{m}, \ldots, q\}$ holds

$$
0=a_{\bar{m}}\left(\theta_{j}\right) \stackrel{(3.34)}{=} \sum_{l=\bar{m}}^{q} \xi_{l, \bar{m}} N_{l, \bar{m}} P_{l}^{\bar{m}}\left(\cos \theta_{j}\right)=\sum_{l=\bar{m}}^{q} \mathbf{R}_{j, l}^{\bar{m}} \xi_{l, \bar{m}}
$$

and the analogous is true with the index $-\bar{m}$. Since $\mathbf{R}^{ \pm \bar{m}}$ are invertible, we have ( $A^{\prime}$ ) and the induction argument is complete.

We conclude that all the coefficient $\xi_{l, m}$ are equal to zero, thus $\mathbf{M}$ is invertible.

Figure 3.2.: A graphical representation of the backward induction on the index $\bar{m}$ in the proof of Lemma 3.4.2 with $q=8$ and $p=81$. At the step $\bar{m}=4$ the coefficients in the grey squares are zero (hypothesis (A)). The induction step shows that also the coefficients in the two boxes are equal to zero (assertion (A')).


Lemma 3.4.2 provides a quite general class of configurations of plane wave directions $\left\{\mathbf{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ that renders the matrix $\mathbf{M}$ invertible. This implies the existence of a stable basis in $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$ and allows to prove the approximation estimates in $h$ in Section 3.4.3. To prove estimates in $p$, we will need a smarter choice of the directions.

In order to fulfill the hypotheses of Lemma 3.4.2, the directions only have to satisfy the following geometric requirement: there exist $q+1$ different heights $z_{j} \in(-1,1)$ such that exactly $2 j+1$ different vectors $\mathbf{d}_{l, m}$ belong to $\mathbb{S}^{2} \cap$ $\left\{(x, y, z), z=z_{j}\right\}_{j=0, \ldots, q}$. An example of directions satisfying this condition with $q=3$ is shown in Figure 3.3.

The definition of the stable bases for plane wave spaces and all the properties shown in this section hold exactly in the same way for every complex wavenumber $\omega \neq 0$. With a little effort and the use of the hyperspherical

Figure 3.3.: A choice of directions $\left\{\mathbf{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ that satisfies the hypothesis of Lemma 3.4.2 with $q=3, p=16$. Notice that 1 direction belongs to level 0,3 directions to level 1, 5 to level 2 and 7 to level 3.


Bessel functions (see (B.20)) it is possible to generalize the definition of the stable basis and the proof of Lemma 3.4.1 to every dimensions $N>3$.

### 3.4.2. The two-dimensional case

In two space dimensions, thanks to the Jacobi-Anger expansion and the special properties of the circular harmonics $Y_{l}\left(e^{i \theta}\right)=e^{i l \theta} / \sqrt{2 \pi}$, we can approximate a generalized harmonic polynomial in $P W_{\omega, p}\left(\mathbb{R}^{2}\right)$, with completely explicit error estimates both in $h$ and in $p$. The order of convergence with respect to $h$ is sharp, as it can be seen from simple numerical experiments [42, 95, 96, 148]. The proof given below improves considerably the one given in [148]. A similar result for a circular domain was proved in [164].

Lemma 3.4.3. Let $D \subset \mathbb{R}^{2}$ be a domain as in Assumption 3.1.1. Let $P$ be a harmonic polynomial of degree $L$ and let

$$
\left\{\mathbf{d}_{k}=\left(\cos \theta_{k}, \sin \theta_{k}\right)\right\}_{k=-q, \ldots, q}
$$

be the different directions in the definition of $P W_{\omega, p}\left(\mathbb{R}^{2}\right), p=2 q+1$. We assume that there exists $0<\delta \leq 1$ such that

$$
\begin{equation*}
\min _{\substack{j, k=-q, \ldots, q \\ j \neq k}}\left|\theta_{j}-\theta_{k}\right| \geq \frac{2 \pi}{p} \delta \tag{3.37}
\end{equation*}
$$

Let the conditions on the indices

$$
\begin{equation*}
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor \tag{3.38}
\end{equation*}
$$

be satisfied. Then there exists a vector $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $R>0$,

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C(\omega, \delta, \rho, h, R, q, K, L)\|P\|_{K, \omega, D} \tag{3.39}
\end{equation*}
$$

where we have set, for brevity,

$$
\begin{aligned}
C(\omega, \delta, \rho, h, R, q, K, L)= & \frac{e^{3}}{\pi^{\frac{3}{2}} \rho^{L-K+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right) \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{1}{(q+1)^{\frac{q+1}{2}}} .
\end{aligned}
$$

Proof. We write the harmonic polynomial

$$
\begin{equation*}
P(z)=\sum_{l=-L}^{L} a_{l} r^{|l|} e^{i l \psi}, \quad a_{l} \in \mathbb{C} \tag{3.40}
\end{equation*}
$$

with the usual identification $\mathbb{R}^{2}=\mathbb{C}$ and $z=r e^{i \psi}$. We have

$$
\begin{aligned}
& V_{1}[P](z)-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega(r \cos \psi, r \sin \psi) \cdot \mathbf{d}_{k}} \\
& \stackrel{(2.49)}{=} \sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} e^{i l \psi} J_{|l|}(\omega r)-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega r \cos \left(\psi-\theta_{k}\right)} \\
& \stackrel{(\mathrm{B} .34)}{=} \sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} e^{i l \psi} \gamma_{l} J_{l}(\omega r)-\sum_{l \in \mathbb{Z}} i^{l} J_{l}(\omega r) e^{i l \psi} \sum_{k=-q}^{q} \alpha_{k} e^{-i l \theta_{k}},
\end{aligned}
$$

where $\gamma_{l}=1$ if $l \geq 0$ and $\gamma_{l}=(-1)^{l}$ if $l<0$ because $J_{-l}(\omega r)=(-1)^{l} J_{l}(\omega r)$. Define the $p \times p$ matrix $\mathbf{A}$ by

$$
\mathbf{A}=\left\{\mathbf{A}_{l ; k}\right\}_{l, k=-q, \ldots, q}=\left\{e^{-i l \theta_{k}}\right\}_{l, k=-q, \ldots, q}
$$

(cf. Section 3.4.1), and the vector $\vec{\beta} \in \mathbb{C}^{p}$ by

$$
\beta_{l}= \begin{cases}a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} i^{-l} \gamma_{l} & l \in\{-L, \ldots, L\}, \\ 0 & l \in\{-q, \ldots,-L-1\} \cup\{L+1, \ldots, q\} .\end{cases}
$$

The matrix $\mathbf{A}$ is non-singular because it is the product of a Vandermonde matrix and a diagonal matrix:

$$
\mathbf{A}=\left\{e^{-i j \theta_{k}}\right\}_{\substack{j=0, \ldots, 2 q \\ k=-q, \ldots, q}} \cdot \operatorname{diag}\left(\left\{e^{i q \theta_{k}}\right\}_{k=-q, \ldots, q}\right)=\mathbf{V}_{A} \cdot \mathbf{D}_{A}
$$

## 3. Approximation of homogeneous Helmholtz solutions

By choosing the $p$-dimensional vector $\vec{\alpha}$ as the solution of the linear system A $\vec{\alpha}=\vec{\beta}$, we have

$$
V_{1}[P](z)-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega(r \cos \psi, r \sin \psi) \cdot \mathbf{d}_{k}}=-\sum_{|l|>q} i^{l} J_{l}(\omega r) e^{i l \psi} \sum_{k=-q}^{q} \alpha_{k} e^{-i l \theta_{k}}
$$

and thus the $L^{\infty}$-norm of the error is controlled by

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq\left(\sup _{t \in[0, \omega R]} 2 \sum_{l>q}\left|J_{l}(t)\right|\right)\left\|\mathbf{A}^{-1}\right\|_{1}\|\vec{\beta}\|_{1} \tag{3.41}
\end{equation*}
$$

We have to bound each of the three factors on the right-hand side of (3.41).
Using the well-known bound for the Bessel functions (B.14), we have, for the first factor,

$$
\begin{align*}
& \sup _{t \in[0, \omega R]} \sum_{l>q}\left|J_{l}(t)\right| \stackrel{(\text { B.14) }}{\leq} \sup _{t \in[0, \omega R]} \sum_{l>q}\left(\frac{t}{2}\right)^{l} \frac{1}{l!} \\
& \quad \leq \sup _{t \in[0, \omega R]}\left(\frac{t}{2}\right)^{q+1} \frac{1}{(q+1)!} \sum_{j \geq 0}\left(\frac{t}{2}\right)^{j} \frac{1}{j!}=\left(\frac{\omega R}{2}\right)^{q+1} \frac{e^{\frac{\omega R}{2}}}{(q+1)!} \tag{3.42}
\end{align*}
$$

For $\left\|\mathbf{A}^{-1}\right\|_{1}$, we observe that the 1-norm of the inverse of the diagonal matrix $\mathbf{D}_{A}$ is one, while the norm of the inverse of the Vandermonde matrix $\mathbf{V}_{A}$ can be bounded using Theorem 1 of [89]:

$$
\begin{aligned}
\left\|\mathbf{A}^{-1}\right\|_{1} & \leq\left\|\mathbf{V}_{A}^{-1}\right\|_{1}\left\|\mathbf{D}_{A}^{-1}\right\|_{1} \leq p\left\|\mathbf{V}_{A}^{-1}\right\|_{\infty} \\
& \leq p \max _{k=-q, \ldots, q} \prod_{\substack{s=-, \ldots, q \\
s \neq k}} \frac{1+\left|e^{-i \theta_{s}}\right|}{\left|e^{-i \theta_{s}}-e^{-i \theta_{k}}\right|}
\end{aligned}
$$

With simple geometric considerations ${ }^{2}$, it is easy to see that, under the constraint (3.37), the product on the right-hand side is bounded by its value when

$$
\theta_{s}^{*}=\theta_{0}^{*}+\frac{2 \pi}{p} \delta s \quad s=-q, \ldots, q
$$

and the maximum is obtained for $k=0$. A simple trigonometric calculation gives

$$
\left|e^{-i \theta_{s}^{*}}-e^{-i \theta_{0}^{*}}\right|=\sqrt{2} \sqrt{1-\cos \left(\theta_{s}^{*}-\theta_{0}^{*}\right)} \geq \sqrt{2} \frac{\sqrt{2}}{\pi}\left|\theta_{s}^{*}-\theta_{0}^{*}\right|=\frac{4}{p} \delta|s|
$$

[^6]because $1-\cos t \geq \frac{2}{\pi^{2}} t^{2}$ for every $t \in[-\pi, \pi]$. This leads to the bound
\[

$$
\begin{equation*}
\left\|\mathbf{A}^{-1}\right\|_{1} \leq p \prod_{\substack{s=-q, \ldots, q \\ s \neq k}} \frac{2 p}{4 \delta|s|} \leq \frac{p^{p}}{(2 \delta)^{2 q}(q!)^{2}} \tag{3.43}
\end{equation*}
$$

\]

In order to bound $\|\vec{\beta}\|_{1}$, we need to bound from below the Sobolev seminorm of order $\mu$ of $P$ for every $\mu=0, \ldots, L$. Recalling that $B_{\rho h} \subseteq D$ and taking into account the expression of $P$ in (3.40), we have

$$
\begin{align*}
|P|_{\mu, D}^{2} & \geq\left\|\frac{\partial^{\mu}}{\partial r^{\mu}} P\right\|_{0, B_{\rho h}}^{2}=\left\|\sum_{|j|=\mu}^{L} a_{j} \frac{|j|!}{(|j|-K)!} r^{|j|-K} e^{i j \psi}\right\|_{0, B_{\rho h}}^{2} \\
& =\int_{0}^{\rho h} \sum_{|j|,\left|j^{\prime}\right|=\mu}^{L} \frac{a_{j} \overline{a_{j^{\prime}}}|j|!\left|j^{\prime}\right|!}{(|j|-\mu)!\left(\left|j^{\prime}\right|-\mu\right)!} r^{|j|+\left|j^{\prime}\right|-2 \mu} \int_{0}^{2 \pi} e^{i\left(j-j^{\prime}\right) \psi} \mathrm{d} \psi r \mathrm{~d} r \\
& =2 \pi \sum_{|j|=\mu}^{L}\left|a_{j}\right|^{2} \frac{(|j|!)^{2}}{((|j|-\mu)!)^{2}} \frac{(\rho h)^{2(|j|-\mu+1)}}{2(|j|-\mu+1)} \tag{3.44}
\end{align*}
$$

where in the last step we have used the identity

$$
\int_{0}^{2 \pi} e^{i\left(j-j^{\prime}\right) \psi} \mathrm{d} \psi=2 \pi \delta_{j j^{\prime}}
$$

All the terms in the sum on the right-hand side of (3.44) are non-negative, so we can invert the estimate. Thus, considering (3.44) for $\mu=|l|$ and $\mu=K$, we obtain, respectively,

$$
\begin{array}{ll}
\left|a_{l}\right| \leq \frac{1}{\sqrt{\pi}} \frac{1}{|l|!(\rho h)}|P|_{|l|, D} & 0 \leq|l| \leq L \\
\left|a_{l}\right| \leq \frac{1}{\sqrt{\pi}} \frac{(|l|-K)!\sqrt{|l|-K+1}}{|l|!(\rho h)^{|l|-K+1}}|P|_{K, D} & K \leq|l| \leq L
\end{array}
$$

We insert these bounds into the definition of the coefficients of $\vec{\beta}$, with $K \leq L$ (where, in the case $L=K$, the empty sum $\sum_{|l|=L+1}^{L}$ is meant to be equal to $0)$ :

$$
\begin{aligned}
& \|\vec{\beta}\|_{1}=\sum_{l=-L}^{L}\left|a_{l}\right|\left(\frac{2}{\omega}\right)^{|l|}|l|! \\
& \leq \sum_{l=-K}^{K} \frac{1}{\sqrt{\pi} \rho h}\left(\frac{2}{\omega}\right)^{|l|}|P|_{|l|, D} \\
& \quad+\sum_{|l|=K+1}^{L} \frac{1}{\sqrt{\pi}}\left(\frac{2}{\omega}\right)^{|l|} \frac{(|l|-K)!\sqrt{|l|-K+1}}{(\rho h)^{|l|-K+1}}|P|_{K, D} \\
& \leq \frac{\sqrt{2 K+1} 2^{K+\frac{1}{2}}}{\sqrt{\pi} \rho h} \omega^{-K}\|P\|_{K, \omega, D}
\end{aligned}
$$

## 3. Approximation of homogeneous Helmholtz solutions

$$
\begin{align*}
& +\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1} h} \omega^{-K}\left(\sum_{l=K+1}^{L} \frac{(l-K)!\sqrt{l-K+1}}{(\omega h)^{|l|-K}}\right)|P|_{K, D} \\
\leq & \left\{\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1}}\left(1+(\omega h)^{-L+K}\right) \frac{\omega^{-K}}{h}\right. \\
& \cdot(\sqrt{K+1}+(L-K)(L-K)!\sqrt{L-K+1})\}\|P\|_{K, \omega, D} . \tag{3.45}
\end{align*}
$$

Inserting the bound on the sum of the Bessel functions (3.42), the one on $\left\|\mathbf{A}^{-1}\right\|_{1}$ given by (3.43) and the one on $\|\vec{\beta}\|_{1}$ given by (3.45) inside (3.41) gives

$$
\begin{align*}
& \left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \\
& \leq 2\left\{\left(\frac{\omega R}{2}\right)^{q+1} \frac{e^{\frac{\omega R}{2}}}{(q+1)!}\right\} \cdot\left\{\frac{p^{p}}{(2 \delta)^{2 q}(q!)^{2}}\right\} \\
& \cdot\left\{\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1}} \omega^{-K} h^{-1}\left(1+(\omega h)^{-L+K}\right) \sqrt{L+1}(L-K+1)!\right\}\|P\|_{K, \omega, D} \\
& \leq\left\{\left(\frac{1}{8 \delta^{2}}\right)^{q}(\omega R)^{q+1} e^{\frac{\omega R}{2}} \frac{p^{p}}{(q!)^{2}(q+1)!}\right\} \\
& \cdot\left\{\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1}} \omega^{-K} h^{-1}\left(1+(\omega h)^{-L+K}\right) \sqrt{L+1}(L-K+1)!\right\}\|P\|_{K, \omega, D} \\
& \stackrel{(3.38)}{\leq} \frac{2}{\sqrt{\pi} \rho^{L-K+1}}\left(\frac{1}{8 \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right) \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{p^{p}\left\lfloor\frac{q+1}{2}\right]!}{(q!)^{2}(q+1)!}\|P\|_{K, \omega, D} . \tag{3.46}
\end{align*}
$$

We use Stirling's formula (B.1) to bound

$$
\begin{aligned}
\frac{p^{p}\left\lfloor\frac{q+1}{2}\right\rfloor!}{(q!)^{2}(q+1)!} & \leq \frac{(2 q+2)^{2 q+1}\left\lfloor\frac{q+1}{2}\right\rfloor!}{((q+1)!)^{3}}(q+1)^{2} \\
& <\frac{2^{2 q+1}}{2 \pi} \frac{(q+1)^{2 q+3}\left(\frac{q+1}{2}\right)^{\left(\frac{q+1}{2}\right)+\frac{1}{2}}}{(q+1)^{3(q+1)+\frac{3}{2}}} e^{3(q+1)-\frac{q}{2}} e^{-\frac{3}{12(q+1)+1}+\frac{1}{6 q}} .
\end{aligned}
$$

For $q \geq 3$, since the exponent in the last factor on the right-hand side of the last inequality is negative, we get

$$
\frac{p^{p}\left\lfloor\frac{q+1}{2}\right\rfloor!}{(q!)^{2}(q+1)!} \leq \frac{e^{3}}{2 \pi}\left(2 \sqrt{2} e^{\frac{5}{2}}\right)^{q}(q+1)^{-\frac{q+1}{2}} .
$$

For $q=1,2$, one can see directly that the same bound holds true, thus we can use it for any $q \geq 1$ and obtain

$$
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq \frac{e^{3}}{\pi^{\frac{3}{2}} \rho^{L-K+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right)
$$

$$
\cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{1}{(q+1)^{\frac{q+1}{2}}}\|P\|_{K, \omega, D}
$$

this concludes the proof.
In Section 3.5 we will use the bound in Lemma 3.4.3 with $R=h$ in the derivation of $h p$-approximation error estimates of Helmholtz solutions by plane waves in the 2D case (see Theorem 3.5.2). Notice that, thanks to the properties of the polynomials, the assertion of Lemma 3.4.3 holds for every $R>0$, which, so far, is not related to the size of $D$.

The dependence on $\omega, h, R$ of the constant in the bound (3.39) is slightly different from the one in [106, Lemma 3.1.3]. Actually we could substitute the term

$$
(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) \frac{R^{K}}{h} \quad \text { with } \quad(\omega R)^{q+1}\left(1+(\omega h)^{-L}\right) h^{K-1}
$$

This could be useful, for instance, to prove bounds with large $R$ independent of $h$.
Remark 3.4.4. When $\delta=1$ in (3.37) we have uniformly spaced directions $\theta_{j}=\theta_{0}+\frac{2 \pi}{p} j$ in $\mathbb{S}^{1}$. In this case, we see that $\left\|\mathbf{A}^{-1}\right\|_{1}=\left\|\frac{1}{p} \overline{\mathbf{A}}^{t}\right\|_{1}=1$ :

$$
\begin{aligned}
\left(\mathbf{A} \overline{\mathbf{A}}^{t}\right)_{l ; k} & =\sum_{j=-q}^{q} e^{-i l \theta_{j}} e^{i k \theta_{j}}=\sum_{j=-q}^{q} e^{-i(l-k)\left(\theta_{0}+\frac{2 \pi}{p} j\right)} \\
& = \begin{cases}e^{-i(l-k) \theta_{0}} e^{i(l-k) \frac{2 \pi}{p} q} \frac{1-e^{-i(l-k) \frac{2 \pi}{p} p}}{1-e^{-i(l-k) \frac{2 \pi}{p}}}=0 & l \neq k \\
p & l=k\end{cases}
\end{aligned}
$$

Thus, for uniformly spaced directions, the bounding constant in Lemma 3.4.3 becomes slightly smaller, but the orders of convergence remain unchanged:

$$
\begin{gathered}
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq \frac{e^{\frac{7}{6}}}{\sqrt{\pi} \rho^{L-K+1}}\left(\frac{e^{\frac{1}{2}}}{2 \sqrt{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right) \\
\cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{1}{(q+1)^{\frac{q+1}{2}}}\|P\|_{K, \omega, D}
\end{gathered}
$$

where we have used $\frac{\left\lfloor\frac{q+1}{2}\right\rfloor!}{(q+1)!} \leq e^{\frac{1}{6}}\left(\frac{e}{2}\right)^{\frac{q}{2}+1}(q+1)^{-\frac{q+1}{2}}$. The constant has been reduced by a factor $e^{\frac{11}{6}+2 q} / \pi \simeq 2 e^{2 q}$.
Remark 3.4.5. Notice that, in Lemma 3.4.3, the assumption (3.38), which basically means $L \lesssim q / 2$, has been used only once, i.e., in the inequalities chain (3.46).

We could modify the condition (3.38) into $L-K \leq \eta(q-1), \eta \in(0,1)$. This allows to choose higher order generalized harmonic polynomials in the final p-estimate and modify the constants in Theorem 3.5.2 and in Corollary 3.5.5. However, this does not affect the general order of convergence. See also Remark 3.4.10.

### 3.4.3. The three-dimensional case

Now we would like to prove an approximation estimate similar to Lemma 3.4.3 in a three-dimensional setting. The two-dimensional case has shown that the proof of the order of convergence with respect to $q$ requires a sharp bound on the norm of the inverse of the matrix $\mathbf{A}$. In three dimensions, the corresponding matrix is $\mathbf{M}$, defined in (3.32). This matrix is more complicated and it is not of Vandermonde type. As a consequence, we are not able to bound the norm of $\mathbf{M}^{-1}$ with a reasonable dependence on $q$ in the general case, but we restrict ourselves to a particular choice of the directions $\mathbf{d}_{l, m}$.

Lemma 3.4.6. Given $q \in \mathbb{N}$, there exists a set of directions $\left\{\mathbf{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset$ $\mathbb{S}^{2}$ such that

$$
\begin{equation*}
\left\|\mathbf{M}^{-1}\right\|_{1} \leq 2 \sqrt{\pi} p=2 \sqrt{\pi}(q+1)^{2} . \tag{3.47}
\end{equation*}
$$

Proof. Given a set of $p=(q+1)^{2}$ directions $\left\{\mathbf{d}_{l, m}\right\}$ we define the determinant

$$
\Delta:\left(\mathbb{S}^{2}\right)^{p} \mapsto \mathbb{C}, \quad \Delta\left(\left\{\mathbf{d}_{l, m}\right\}\right):=\operatorname{det}(\mathbf{M})
$$

This is a continuous function, so $|\Delta(\cdot)|$ achieves its maximum in, say,

$$
\left\{\mathbf{d}_{l, m}^{*}\right\}_{0 \leq|m| \leq l \leq q} \in\left(\mathbb{S}^{2}\right)^{p} .
$$

Thanks to Lemma 3.4.2, $\Delta(\cdot)$ is not identically zero, so it is possible to define the polynomials

$$
L_{l, m}(\mathbf{x}):=\frac{\left.\Delta\left(\mathbf{d}_{0,0}^{*}, \ldots, \mathbf{x}, \ldots, \mathbf{d}_{q, q}^{*}\right\}\right)}{\Delta\left(\left\{\mathbf{d}_{l, m}^{*}\right\}\right)} \quad \mathbf{x} \in \mathbb{S}^{2}
$$

(in the numerator, the direction $\mathbf{d}_{l, m}^{*}$ is replaced by $\mathbf{x}$ ). From their definition, is clear that these functions are spherical polynomials of degree at most $q$; they satisfy

$$
L_{l, m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}^{*}\right)=\delta_{l, l^{\prime}} \delta_{m, m^{\prime}}, \quad \begin{aligned}
& 0 \leq|m| \leq l \leq q, \\
& 0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q
\end{aligned},
$$

which means that they are the Lagrange polynomials of the set $\left\{\mathbf{d}_{l, m}^{*}\right\}$, and

$$
\left\|L_{l, m}\right\|_{L^{\infty}\left(\mathbb{S}^{2}\right)}=1 .
$$

Now we show that the set $\left\{\mathbf{d}_{l, m}^{*}\right\}$ is the one which satisfies (3.47). With the choice $\mathbf{d}_{l, m}=\mathbf{d}_{l, m}^{*}$, the entries of $\mathbf{M}^{-1}$ satisfy

$$
\sum_{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q}\left(\mathbf{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}} Y_{l^{\prime}}^{m^{\prime}}\left(\mathbf{d}_{l^{\prime \prime}, m^{\prime \prime}}\right)=\delta_{l, l^{\prime \prime}} \delta_{m, m^{\prime \prime}}, \quad \begin{gathered}
0 \leq|m| \leq l \leq q, \\
0 \leq\left|m^{\prime \prime}\right| \leq l^{\prime \prime} \leq q, \\
\hline
\end{gathered}
$$

that means $\left(\mathbf{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}}$ is the $\left(l^{\prime}, m^{\prime}\right)^{\text {th }}$ coefficient of $L_{l, m}$ with respect to the standard spherical harmonic basis. This gives:

$$
\begin{aligned}
\left\|\mathbf{M}^{-1}\right\|_{1} & =\max _{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q} \sum_{0 \leq|m| \leq l \leq q}\left|\left(\mathbf{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}}\right| \\
& \leq p \max _{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q} \max _{0 \leq|m| \leq l \leq q}\left|\left(\mathbf{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq p \max _{0 \leq|m| \leq l \leq q}\left(\sum_{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q} \mid\left(\mathbf{M}^{-1}\right)_{l, m ; l^{\prime},\left.m^{\prime}\right|^{2}}\right)^{\frac{1}{2}} \\
& =p \max _{0 \leq|m| \leq \leq \leq q}\left\|L_{l, m}\right\|_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& \leq p \sqrt{4 \pi} \max _{0 \leq|m| \leq l \leq q}\left\|L_{l, m}\right\|_{L^{\infty}\left(\mathbb{S}^{2}\right)}=2 \sqrt{\pi} p,
\end{aligned}
$$

where we used the orthonormality of the spherical harmonics in $L^{2}\left(\mathbb{S}^{2}\right)$.
The first part of this proof is adapted from that of [169, Theorem 14.1], which is a special case of the Auerbach theorem.
Lemma 3.4.6 is true, with the same proof, for any basis of orthonormal spherical harmonics in $N \geq 3$ dimensions. The final bound turns out to be $\left\|\mathbf{M}^{-1}\right\|_{1} \leq \widetilde{n}(N, q) \sqrt{\left|\mathbb{S}^{N-1}\right|}$, where $\widetilde{n}(N, q)$ is the dimension of the space of spherical harmonics of degree at most $q$, namely, the size of $\mathbf{M}$ (see (B.28)).
Remark 3.4.7. Lemma 3.4.6 does not provide a way of computing the set of directions satisfying (3.47). However, an efficient algorithm that computes systems of directions which satisfy a bound close to (3.47) is introduced in [180]. The computed directions (up to $q=165, p=27556$ ) can be downloaded from the website [204]. The table presented on that website shows that the Lebesgue constant for $p=(q+1)^{2}$ computed directions is smaller than $2 q$, which gives the slightly worse bound $\left\|\mathbf{M}^{-1}\right\|_{1} \leq 4 \sqrt{\pi} p q$.
Now we can prove the three-dimensional counterpart of Lemma 3.4.3.
Lemma 3.4.8. Let $D \subset \mathbb{R}^{3}$ be a domain that satisfies Assumption 3.1.1, $q \in \mathbb{N}, p=(q+1)^{2}$, and let $\left\{\mathbf{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset \mathbb{S}^{2}$ be a set of directions for which the matrix $\mathbf{M}$ is invertible. Then, for every harmonic polynomial $P$ of degree $L \leq q$ and for every $R>0$ and $K \in \mathbb{N}$ satisfying

$$
\begin{equation*}
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor, \tag{3.48}
\end{equation*}
$$

there exists a vector $\vec{\alpha} \in \mathbb{C}^{p}$ such that

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{\substack{l=0, \ldots, q ; \\|m| \leq l}} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C(\omega, \rho, h, R, q, K, L)\left\|\mathbf{M}^{-1}\right\|_{1}\|P\|_{K, \omega, D}, \tag{3.49}
\end{equation*}
$$

where

$$
\begin{aligned}
& C(\omega, \rho, h, R, q, K, L)=\frac{1}{2 \sqrt{\pi} \rho^{L-K+\frac{3}{2}}} \frac{(L+1)^{2} e^{K+1}}{\sqrt{2}^{L}} \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h^{\frac{3}{2}}} \frac{1}{q^{\frac{q-3}{2}}(q+1)^{2}} .
\end{aligned}
$$

## 3. Approximation of homogeneous Helmholtz solutions

Proof. As in two dimensions, we write the harmonic polynomial

$$
P(\mathbf{x})=\sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m}|\mathbf{x}|^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right), \quad a_{l, m} \in \mathbb{C}
$$

and we use the Jacobi-Anger expansion:

$$
\begin{align*}
& V_{1}[P](\mathbf{x})-\sum_{\substack{l^{\prime}=0, \ldots, q ; \\
\left|m^{\prime}\right| \leq l^{\prime}}} \alpha_{l^{\prime}, m^{\prime}} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l^{\prime}, m^{\prime}}} \\
& \stackrel{\left(\stackrel{(2.51), 35)}{=} \sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!}{l!} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) j_{l}(\omega|\mathbf{x}|)\right.}{ } \\
& \quad-4 \pi \sum_{l \geq 0} i^{l} i_{l}(\omega|\mathbf{x}|) \sum_{m=-l}^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \sum_{\substack{l^{\prime}=0, \ldots, q ; \\
\left|m^{\prime}\right| \leq l^{\prime}}} \alpha_{l^{\prime}, m^{\prime}} \overline{Y_{l}^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)} \\
& =-4 \pi \sum_{l \geq q+1} i^{l} j_{l}(\omega|\mathbf{x}|) \sum_{m=-l}^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \sum_{\substack{l^{\prime}=0, \ldots, q ; \\
\left|m^{\prime}\right| \leq l^{\prime}}} \alpha_{l^{\prime}, m^{\prime}} \overline{Y_{l^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)}^{l}} \tag{3.50}
\end{align*}
$$

provided that the vector $\vec{\alpha} \in \mathbb{C}^{p}$ is the solution of the linear system $\mathbf{M} \cdot \vec{\alpha}=\vec{\beta}$ with

$$
\beta_{l, m}= \begin{cases}\frac{1}{4 \pi}\left(\frac{1}{2 i \omega}\right)^{l} \frac{(2 l+1)!}{l!} a_{l, m} & l=0, \ldots, L ;|m| \leq l  \tag{3.51}\\ 0 & l=L+1, \ldots, q ;|m| \leq l\end{cases}
$$

and $\mathbf{M}$ is the $p \times p$ matrix defined in (3.32).
Now we can bound the coefficients $a_{l, m}$ with the norms of the polynomial $P$, denoting $r=|\mathbf{x}|$ :

$$
\begin{aligned}
|P|_{\mu, D}^{2} \geq & \left\|\frac{\partial^{\mu}}{\partial r^{\mu}} P\right\|_{0, B_{\rho h}}^{2}=\left\|\sum_{l=\mu}^{L} \sum_{m=-l}^{l} a_{l, m} \frac{l!}{(l-\mu)!} r^{l-\mu} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)\right\|_{0, B_{\rho h}}^{2} \\
= & \int_{0}^{\rho h} \sum_{l=\mu}^{L} \sum_{m=-l}^{l} \sum_{l^{\prime}=\mu}^{L} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}} a_{l, m} \overline{a_{l^{\prime}, m^{\prime}}} \frac{l!l^{\prime}!}{(l-\mu)!\left(l^{\prime}-\mu\right)!} r^{l+l^{\prime}-2 \mu} \\
& \cdot \int_{\mathbb{S}^{2}} Y_{l}^{m}(\mathbf{d}) \overline{Y_{l^{\prime}}^{m^{\prime}}(\mathbf{d})} \mathrm{dd} r^{2} \mathrm{~d} r \\
= & \sum_{l=\mu}^{L} \sum_{m=-l}^{l}\left|a_{l, m}\right|^{2} \frac{(l!)^{2}}{((l-\mu)!)^{2}} \frac{(\rho h)^{2}(l-\mu)+3}{2(l-\mu)+3} \quad 0 \leq \mu \leq L
\end{aligned}
$$

thanks to the orthonormality of the spherical harmonics. Choosing $\mu=l$ and $\mu=K$, this gives:

$$
\sum_{m=-l}^{l}\left|a_{l, m}\right| \leq \sqrt{2 l+1}\left(\sum_{m=-l}^{l}\left|a_{l, m}\right|^{2}\right)^{\frac{1}{2}}
$$

3.4. Approximation of gener. harmonic polynomials by plane waves

$$
\begin{array}{rlr} 
& \leq \sqrt{2 l+1} \frac{\sqrt{3}}{l!(\rho h)^{\frac{3}{2}}}|P|_{l, D} & 0 \leq l \leq L \\
\sum_{m=-l}^{l}\left|a_{l, m}\right| & \leq \sqrt{2 l+1} \frac{(l-K)!\sqrt{2(l-K)+3}}{l!(\rho h)^{l-K+\frac{3}{2}}}|P|_{K, D} & \\
& \leq \frac{(l-K)!(2 l+2)}{l!(\rho h)^{l-K+\frac{3}{2}}}|P|_{K, D} & K \leq l \leq L . \tag{3.52}
\end{array}
$$

Now, for every $\mathbf{d}_{l^{\prime}, m^{\prime}}$ and for every $\mathbf{x} \in B_{R}$, we have

$$
\begin{align*}
& \left|4 \pi \sum_{l \geq q+1} i^{l} j_{l}(\omega|\mathbf{x}|) \sum_{m=-l}^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \overline{Y_{l}^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)}\right| \\
& \quad \leq 4 \pi \sum_{l \geq q+1} \sqrt{\frac{\pi}{2 \omega|\mathbf{x}|}}\left|J_{l+\frac{1}{2}}(\omega|\mathbf{x}|)\right| \sqrt{\sum_{m=-l}^{l}\left|Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)\right|^{2} \sqrt{\sum_{m=-l}^{l}\left|Y_{l}^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)\right|^{2}}} \\
& \stackrel{(\mathrm{~B} .14)}{\leq} 4 \pi \sqrt{\frac{\pi}{2 \omega|\mathbf{x}|}} \sum_{l \geq q+1} \frac{(\omega|\mathbf{x}|)^{l+\frac{1}{2}}}{\Gamma\left(l+\frac{3}{2}\right) 2^{l+\frac{1}{2}}} \frac{2 l+1}{4 \pi} \\
& \quad \begin{array}{l}
j=l-q-1 \\
\leq \sqrt{\pi} \\
\leq \\
\\
\left.\quad \leq \frac{\omega|\mathbf{x}|}{2}\right)^{q+1} \sum_{j=0}^{\infty} \frac{\left(\frac{\omega|\mathbf{x}|}{2}\right)^{j}}{\Gamma\left(\frac{\omega}{\pi}\left(\frac{\omega|\mathbf{x}|}{2}\right)^{q+1} \frac{q!2^{2 q+1}}{\sqrt{\pi}(2 q+1)!} \sum_{j=0}^{\infty} \frac{\left(\frac{\omega|\mathbf{x}|}{2}\right)^{j}}{j!}\right.} \\
\quad \leq \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}},
\end{array}
\end{align*}
$$

where, in the second inequality, we have bounded the sum of the spherical harmonics with (2.4.105) of [160], and in the fourth inequality we have used

$$
\frac{\left(q+j+\frac{3}{2}\right)}{\Gamma\left(q+j+1+\frac{3}{2}\right)}=\frac{1}{\Gamma\left(q+j+\frac{3}{2}\right)} \leq \frac{1}{\Gamma\left(q+\frac{3}{2}\right) \Gamma(j+1)}=\frac{q!2^{2 q+1}}{\sqrt{\pi}(2 q+1)!j!} .
$$

We will also need the following bound. When $q \geq 3$, using the Stirling formula (B.1), $e<2 \sqrt{2}$ and the hypothesis on the indices, we have

$$
\begin{align*}
\frac{(L-K)!}{2^{q-L} q!} & \leq \frac{(L-K)^{L-K+\frac{1}{2}} e^{q+1}}{2^{q-L} q^{q+\frac{1}{2}} e^{L-K}} \\
& \stackrel{(3.48)}{ } e^{K+1}\left(\frac{e}{2}\right)^{q-L} \frac{\left\lfloor\frac{q-1}{2}\right\rfloor\left\lfloor^{\left.\frac{q-1}{2}\right\rfloor+\frac{1}{2}}\right.}{q^{q+\frac{1}{2}}} \\
& \leq \sqrt{2}^{-L} e^{K+1}\left(\frac{e}{2 \sqrt{2}}\right)^{q-L} \frac{(q-1)^{\frac{q}{2}}}{q^{q+\frac{1}{2}}} \\
& \leq \sqrt{2}^{-L} e^{K+1} q^{-\frac{q}{2}+\frac{3}{2}} \frac{1}{(q+1)^{2}} . \tag{3.54}
\end{align*}
$$

## 3. Approximation of homogeneous Helmholtz solutions

The same bound holds true also for $q=1,2$.
We plug (3.53) in (3.50) with the definition of $\vec{\beta}$ and the bound (3.52) on the coefficients $a_{l, m}$ with $K=l$, and obtain the assertion of the lemma through following chain of inequalities:

$$
\begin{aligned}
& \left\|V_{1}[P]-\sum_{\substack{l=0, \ldots, q ; \\
|m| \leq l}} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{L^{\infty}\left(B_{R}\right)} \\
& \stackrel{(3.50)}{\leq} \sup _{\substack{x \in B_{R} \\
l^{\prime}=0, \ldots, q^{\prime}, l^{\prime} \\
m^{\prime}=-l^{\prime}, \ldots, l^{\prime}}}\left|4 \pi \sum_{l \geq q+1} i^{l} j_{l}(\omega|\mathbf{x}|) \sum_{m=-l}^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \overline{Y_{l}^{m}\left(\mathbf{d}_{l^{\prime}, m^{\prime}}\right)}\right| \cdot\|\vec{\alpha}\|_{1} \\
& \stackrel{(3.53)}{\leq} \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}}\left\|\mathbf{M}^{-1}\right\|_{1}\|\vec{\beta}\|_{1} \\
& \stackrel{(3.51)}{\leq}\left\|\mathbf{M}^{-1}\right\|_{1} \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}} \sum_{l=0}^{L} \sum_{m=-l}^{l} \frac{1}{4 \pi}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!}{l!}\left|a_{l, m}\right| \\
& \stackrel{(3.52)}{\leq} \frac{\left\|\mathbf{M}^{-1}\right\|_{1}}{4 \pi} \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}} \\
& \cdot\left[\sum_{l=0}^{K-1}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!\sqrt{3} \sqrt{2 l+1}}{l!l!(\rho h)^{\frac{3}{2}}}|P|_{l, D}\right. \\
& \left.+\sum_{l=K}^{L}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!(l-K)!(2 l+2)}{l!l!(\rho h)^{l-K+\frac{3}{2}}}|P|_{K, D}\right] \\
& \leq \sqrt{\frac{3}{\pi}} \frac{\left\|\mathbf{M}^{-1}\right\|_{1}}{4 \sqrt{\pi}} \frac{q!2^{q}}{\rho^{L-K+\frac{3}{2}}(2 q+1)!} \frac{(\omega R)^{q+1}}{h^{\frac{3}{2}}} e^{\frac{\omega R}{2}}\left[\sum_{l=0}^{K-1} \frac{(2 l+1)!\sqrt{2 l+1}}{2^{l} l!l!}\right. \\
& \left.+\sum_{l=K}^{L} \frac{(2 l+1)!(l-K)!(2 l+2)}{2^{l} l!l!(\omega h)^{l-K}}\right] \omega^{-K}\|P\|_{K,, \omega, D} \\
& \leq \frac{\left\|\mathbf{M}^{-1}\right\|_{1}}{4 \sqrt{\pi}} \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{q!2^{q}}{(2 q+1)!}\left[\frac{(2 L+1)!}{2^{L} L!L!}((L+1)(L-K)!(2 L+2))\right] \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D} \\
& \leq \frac{\left\|\mathbf{M}^{-1}\right\|_{1}}{2 \sqrt{\pi}} \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{1}{q!2^{q}} \frac{q!q!4^{q}}{(2 q+1)!} \frac{(2 L+1)!}{4^{L} L!L!} 2^{L}(L+1)^{2}(L-K)! \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D} \\
& \leq \frac{\left\|\mathbf{M}^{-1}\right\|_{1}}{2 \sqrt{\pi}} \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{(L-K)!}{q!2^{q-L}}(L+1)^{2} \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D}
\end{aligned}
$$

$$
\begin{aligned}
\stackrel{(3.54)}{\leq} \frac{\left\|\mathbf{M}^{-1}\right\|_{1}}{2 \sqrt{\pi}(q+1)^{2}} & \frac{(L+1)^{2} e^{K+1}}{\rho^{L-K+\frac{3}{2}} \sqrt{2}^{L}} q^{-\frac{q}{2}+\frac{3}{2}} \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D}
\end{aligned}
$$

where we have used the monotonicity of the increasing sequences $l \mapsto \frac{(2 l+1) \text { ! }}{2^{l} l!l!}$ and $l \mapsto \frac{(2 l+1)!}{4^{l} l!l!}=\frac{2 \Gamma(l+3 / 2)}{\sqrt{\pi} \Gamma(l+1)}($ see $(\mathrm{B} .5))$.

Remark 3.4.9. Lemma 3.4 .8 provides a way to compute a plane wave approximation of a given generalized harmonic polynomial. Solving the linear system $\mathbf{M} \cdot \vec{\alpha}=\vec{\beta}$, with the matrix $\mathbf{M}$ defined in (3.32) and the right-hand side $\vec{\beta}$ as in (3.51), gives the coefficient vector $\vec{\alpha}$ of the approximating linear combination of plane waves. Since $\mathbf{M}$ is independent of $\omega$ and $h$, the conditioning of this problem depends only on the choice of the directions. Hence, in terms of stability, approximation with plane waves is no less stable with respect to $\omega$ than approximation by generalized harmonic polynomials.

However, if the considered generalized harmonic polynomial is the Vekua transform of a fixed harmonic polynomial, the coefficient vector $\vec{\beta}$ blows up for $\omega \rightarrow 0$ because of its definition (3.51).

Remark 3.4.10. The relation (3.48) between the number of plane waves and the degree of the generalized harmonic polynomials can be written in more general form as

$$
L-K \leq\lfloor\eta(q-1)\rfloor, \quad \eta \in(0,1)
$$

For $q \geq 1+1 / \eta$, the bound (3.54) becomes

$$
\begin{aligned}
\frac{(L-K)!}{2^{q-L} q!} & \leq \frac{(L-K)^{L-K+\frac{1}{2}} e^{K-L+q+1}}{2^{q-L} q^{q+\frac{1}{2}}} \\
& \leq e^{K+1} \eta^{\eta(L-1)+\frac{1}{2}}\left(\frac{e \eta^{\eta}}{2}\right)^{q-L} q^{(\eta-1) q-\eta}
\end{aligned}
$$

and the constant in (3.49) is changed into

$$
\begin{aligned}
C(q, \omega, \rho, h, R, K, L)= & \frac{1}{2 \sqrt{\pi} \rho^{L-K+\frac{3}{2}}} e^{K+1} \eta^{\eta(L-1)+\frac{1}{2}}\left(\frac{e \eta^{\eta}}{2}\right)^{q-L}(L+1)^{2} \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h^{\frac{3}{2}}} \frac{1}{q^{(1-\eta) q+\eta}} .
\end{aligned}
$$

This provides more flexibility in the choice of $L$ and $q$ and allows to increase the order of convergence in $q$ but does not change substantially the estimates for general Helmholtz solutions.

Combining Lemma 3.4.8 and Lemma 3.4.6 immediately gives the following result.

Corollary 3.4.11. Let $D \subset \mathbb{R}^{3}$ be a domain that satisfies Assumption 3.1.1, $q \in \mathbb{N}$ and $p=(q+1)^{2}$. Then there exists a set of directions $\left\{\mathbf{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset$
$\mathbb{S}^{2}$ such that for every harmonic polynomial $P$ of degree $L \leq q$ and for every $R>0$ and $K \in \mathbb{N}$ satisfying (3.48), there exists a vector $\vec{\alpha} \in \mathbb{C}^{p}$ such that

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{\substack{l=0, \ldots, q ; \\|m| \leq l}} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{l}_{l, m}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C(\omega, \rho, h, R, q, K, L)\|P\|_{K, \omega, D} \tag{3.55}
\end{equation*}
$$

where

$$
\begin{aligned}
C(\omega, \rho, h, R, q, K, L)= & \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{(L+1)^{2} e^{K+1}}{\sqrt{2}^{L}} \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h^{\frac{3}{2}}} \frac{1}{q^{\frac{q-3}{2}} .}
\end{aligned}
$$

Remark 3.4.12. All the results proved in Sections 3.4.2 and 3.4.3 and their proofs are valid for every complex wavenumber $\omega \neq 0$ with minor changes: $\omega$ has to be replaced by $|\omega|$ in the bounds and a term $e^{|\operatorname{Im} \omega| R}$ has to be multiplied to every majorant after the use of the inequality (B.14) (in particular, all the right-hand sides in the assertions are multiplied with this value).

### 3.5. Approximation of Helmholtz solutions by plane waves

In order to use Lemma 3.4.3 and Lemma 3.4.8 to derive error estimates for the approximation of homogeneous Helmholtz solutions in $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$, we need to link the Sobolev norms of the error to its $L^{\infty}$-norm. This is done in the following lemma, that generalizes the usual Cauchy estimates for harmonic functions to the Helmholtz case. The result is a simple consequence of the continuity of the Vekua transform.

Lemma 3.5.1. Let $D \subset \mathbb{R}^{N}, N=2,3$, be a domain as in Assumption 2.2.1, and let $u \in H^{j}\left(B_{h}\right), j \in \mathbb{N}$, be a solution to the homogeneous Helmholtz equation with $\omega>0$. Then we have

$$
\begin{equation*}
\|u\|_{j, \omega, D} \leq C_{N, j} \rho^{\frac{1-N}{2}-j}\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{N}{2}-j}\|u\|_{L^{\infty}\left(B_{h}\right)} . \tag{3.56}
\end{equation*}
$$

where the constant $C$ depends only on $N$ and $j$.
Proof. Assumption 2.2.1 implies that $D \subset B_{(1-\rho) h}$ and henceforth the distance between the boundaries of the domains involved in formula (3.56) satisfies $d\left(D, \partial B_{h}\right) \geq \rho h$. Using the Cauchy estimates for harmonic functions and the continuity of the Vekua operators, we have

$$
\begin{aligned}
\|u\|_{j, \omega, D} & \stackrel{(2.9)}{\leq} C_{N} \rho^{\frac{1-N}{2}}(1+j)^{\frac{3}{2} N+\frac{1}{2}} e^{j}\left(1+(\omega h)^{2}\right)\left\|V_{2}[u]\right\|_{j, \omega, D} \\
& \left.\leq C_{N, j} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{2}\right) \sum_{l=0}^{j} \omega^{j-l} \right\rvert\, V_{2}[u]_{l, D}
\end{aligned}
$$

$$
\begin{aligned}
& \leq C_{N, j} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{2}\right) \sum_{l=0}^{j} \omega^{j-l} h^{\frac{N}{2}}\left|V_{2}[u]\right|_{W^{l, \infty}(D)} \\
& \stackrel{(2.29)}{\leq} C_{N, j} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{2}\right) \sum_{l=0}^{j} \omega^{j-l} h^{\frac{N}{2}}(\rho h)^{-l}\left\|V_{2}[u]\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \leq C_{N, j} \rho^{\frac{1-N}{2}-j}\left(1+(\omega h)^{j+2}\right) h^{\frac{N}{2}-j}\left\|V_{2}[u]\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \stackrel{(2.144) \text { on } B_{h}}{\leq} C_{N, j} \rho^{\frac{1-N}{2}-j}\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{N}{2}-j}\|u\|_{L^{\infty}\left(B_{h}\right)},
\end{aligned}
$$

where, in the last step, the exponential has coefficient $1 / 2$ because the ball $B_{h}$ has diameter $2 h$ and shape parameter $\rho\left(B_{h}\right)=1 / 2$.

Now we can state the main results: the $h p$-approximation estimates for homogeneous Helmholtz solutions in $H^{j}(D)$ with plane waves in $P W_{\omega, p}(D)$. We consider the two cases $N=2$ and $N=3$ separately in Theorem 3.5.2 and Theorem 3.5.3, respectively; we will write a simpler (and probably more useful) version in Corollary 3.5.5.
Theorem 3.5.2 (hp-estimates, $N=2$ ). Let $u \in H^{K+1}(D)$ be a solution of the homogeneous Helmholtz equation in a domain $D \subset \mathbb{R}^{2}$ satisfying Assumption 3.1.1 and the exterior cone condition with angle $\lambda_{D} \pi$ (see Definition 3.2.4). Fix $q \geq 1$, set $p=2 q+1$ and let the directions $\left\{\mathbf{d}_{k}=\right.$ $\left.\left(\cos \theta_{k}, \sin \theta_{k}\right)\right\}_{k=-q, \ldots, q}$ satisfy the condition (3.37).

Then for every integer $L$ satisfying

$$
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor,
$$

there exists $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $0 \leq j \leq K+1$,

$$
\begin{align*}
\| u & -\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}} \|_{j, \omega, D} \leq C e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h}\left(1+(\omega h)^{j+6}\right) h^{K+1-j} \\
& \cdot\left\{\left(\frac{\log (L+2)}{L+2}\right)^{\lambda_{D}(K+1-j)}\right. \\
& \left.+\left(1+(\omega h)^{q-K+2}\right)\left(\frac{2}{\rho}\right)^{L} \sqrt{\frac{L+1}{q+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2} \sqrt{q+1}}\right)^{q}\right\}\|u\|_{K+1, \omega, D}, \tag{3.57}
\end{align*}
$$

where the constant $C>0$ depends only on $j, K$ and the shape of $D$, but is independent of $q, L, \delta,\left\{\mathbf{d}_{k}\right\}, \omega, h$ and $u$.
Proof. Let $Q$ be the generalized harmonic polynomial of degree at most $L$ equal to $Q_{L}^{\prime}$ from Theorem 3.3.1, item (iii).
Since $V_{2}[Q]$ approximates $V_{2}[u]$, we notice that, for $K \geq 1$,

$$
\begin{align*}
&\left\|V_{2}[Q]\right\|_{K, \omega, D} \leq\left\|V_{2}[u]\right\|_{K, \omega, D}+\left\|V_{2}[u]-V_{2}[Q]\right\|_{K, \omega, D} \\
& \stackrel{(3.12)}{\leq}(1+C)\left\|V_{2}[u]\right\|_{K, \omega, D}  \tag{3.58}\\
& \stackrel{(2.12)}{\leq} C\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{K, \omega, D},
\end{align*}
$$

where $C$ depends only on $K$ and the shape of $D$. In the second step we could use the stability bound (3.20) with $j=k+1=K$ and $\phi=V_{2}[u]$ because $Q=Q_{L}^{\prime}=V_{1}[P]$, with $P$ from Theorem 3.2.12.
We combine all the ingredients and obtain, in the case $K \geq 1$,

$$
\begin{aligned}
& \left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{j, \omega, D} \leq\|u-Q\|_{j, \omega, D}+\left\|Q-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{j, \omega, D} \\
& \text { (3.24), } \\
& \stackrel{(3.56)}{\leq} C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda_{D}(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
& +C\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{1-j}\left\|Q-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \stackrel{\substack{(3.39), R=h}}{\leq} C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda_{D}(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
& +C \rho^{-L+K-1}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right)\left(1+(\omega h)^{q-K+j+4}\right) e^{\omega h} \\
& \cdot h^{K+1-j} \frac{1}{(q+1)^{\frac{q+1}{2}}} \omega\left\|V_{2}[Q]\right\|_{K, \omega, D} \\
& \stackrel{(3.58)}{\leq} C e^{\left(1+\frac{3}{4}(1-\rho)\right) \omega h}\left(1+(\omega h)^{j+6}\right) h^{K+1-j} \\
& \left\{\left(\frac{\log (L+2)}{L+2}\right)^{\lambda_{D}(K+1-j)}\right. \\
& \left.+\frac{2^{L}\left(1+(\omega h)^{q-K+2}\right)}{\rho^{L-K+1}} \sqrt{\frac{L+1}{q+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2} \sqrt{q+1}}\right)^{q}\right\}\|u\|_{K+1, \omega, D},
\end{aligned}
$$

where the constant $C>0$ depends only on $\mathrm{j}, \mathrm{K}$ and the shape of $D$. If $K=0$ and $j \in\{0,1\}$, we have to use (2.11) instead of (2.12) in (3.58), so that (3.58) becomes

$$
\left\|V_{2}[Q]\right\|_{0, D} \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}\left(\|u\|_{0, D}+h|u|_{1, D}\right) .
$$

The rest of the proof continues as in the case $K \geq 1$ until the last but one step. For the last step, since

$$
\begin{aligned}
\omega\left\|V_{2}[Q]\right\|_{0, D} & \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h} \omega\left(\|u\|_{0, D}+h|u|_{1, D}\right) \\
& \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}(1+\omega h)\|u\|_{1, \omega, D} \\
& \leq C\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{1, \omega, D}
\end{aligned}
$$

we get exactly the same conclusion as in the case $K \geq 1$.
Theorem 3.5.3 (hp-estimates, $N=3$ ). Let $u \in H^{K+1}(D)$ be a solution of the homogeneous Helmholtz equation in a domain $D \subset \mathbb{R}^{3}$ satisfying Assumption 3.1.1. Fix $q \geq 1$, set $p=(q+1)^{2}$ and let the directions $\left\{\mathbf{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset$ $\mathbb{S}^{2}$ be such that the matrix $\mathbf{M}$ defined by (3.32) is invertible.

Then for every integer $L$ satisfying

$$
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor, \quad L \geq 2^{1 / \lambda_{D}}
$$

where $\lambda_{D}>0$ is the constant that depends only on the shape of $D$ from Theorem 3.2.12, there exists $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $0 \leq j \leq K+1$,

$$
\begin{align*}
\| u- & \sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}} \|_{j, \omega, D} \leq C\left(1+(\omega h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{K+1-j} \\
& \cdot\left\{L^{-\lambda_{D}(K+1-j)}+\left(1+(\omega h)^{q-K+2}\right) \frac{(L+1)^{2}\left\|\mathbf{M}^{-1}\right\|_{1}}{(\sqrt{2} \rho)^{L-K} q^{\frac{q+1}{2}}}\right\}\|u\|_{K+1, \omega, D} . \tag{3.59}
\end{align*}
$$

where the constant $C>0$ depends only on $j, K$ and the shape of $D$, but is independent of $q, L,\left\{\mathbf{d}_{l, m}\right\}, \omega, h$ and $u$.

Proof. Let $Q$ be the generalized harmonic polynomial of degree at most $L$ equal to $Q_{L}^{\prime \prime}$ from Theorem 3.3.1, item (iv).

We proceed as we did in two dimensions: for $K \geq 1$,

$$
\begin{align*}
&\left\|V_{2}[Q]\right\|_{K, \omega, D} \leq\left\|V_{2}[u]\right\|_{K, \omega, D}+\left\|V_{2}[u]-V_{2}[Q]\right\|_{K, \omega, D} \\
& \stackrel{(3.20)}{\leq}(1+C)\left\|V_{2}[u]\right\|_{K, \omega, D}  \tag{3.60}\\
& \stackrel{(2.12)}{\leq} C\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{K, \omega, D},
\end{align*}
$$

where $C$ depends only on $K$ and the shape of $D$.

$$
\left.\begin{array}{l}
\left\|u-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{j, \omega, D} \\
\quad \leq\|u-Q\|_{j, \omega, D}+\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{j, \omega, D} \\
\quad \begin{array}{l}
(3.25), \\
(36) \\
\leq
\end{array} C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda_{D}(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
+C\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{3}{2}-j}\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{L^{\infty}\left(B_{h}\right)} \\
\quad \stackrel{(3.49),}{R=h} C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda_{D}(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
+C \rho^{-L+K}\left(1+(\omega h)^{q+j-K+4}\right) e^{\omega h} h^{K+1-j} \frac{(L+1)^{2}\left\|\mathbf{M}^{-1}\right\|_{1}}{\sqrt{2}^{L} q^{\frac{q-3}{2}}(q+1)^{2}} \omega\left\|V_{2}[Q]\right\|_{K, \omega, D} \\
\quad(3.60) \\
\leq
\end{array}\right)\left(1+(\omega h)^{j+6}\right) e^{\left(1+\frac{3}{4}(1-\rho)\right) \omega h} h^{K+1-j} \quad .
$$

$$
\left\{L^{-\lambda_{D}(K+1-j)}+\left(1+(\omega h)^{q-K+2}\right) \frac{(L+1)^{2}\left\|\mathbf{M}_{1}^{-1}\right\|}{\rho^{L-K} \sqrt{2}^{L} q^{\frac{q+1}{2}}}\right\}\|u\|_{K+1, \omega, D}
$$

where $C>0$ depends only on $j, K$ and the shape of $D$.
If $K=0$ and $j \in\{0,1\}$, (3.60) becomes

$$
\begin{align*}
& \omega\left\|V_{2}[Q]\right\|_{0, D} \leq \omega\left\|V_{2}[u]\right\|_{0, D}+\omega\left\|V_{2}[u]-V_{2}[Q]\right\|_{0, D} \\
&(3.20), \mathrm{j}=\mathrm{k}=0 \\
& \leq \omega\left\|V_{2}[u]\right\|_{0, D}+\omega C h\left|V_{2}[u]\right|_{1, D} \\
& \leq C(1+\omega h)\left\|V_{2}[u]\right\|_{1, \omega, D}  \tag{3.61}\\
& \leq C\left(1+(\omega h)^{5}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{1, \omega, D}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D$. We continue by bounding in a slightly different way the second term in the triangle inequality above:

$$
\begin{aligned}
& \left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{l}_{l, m}}\right\|_{j, \omega, D} \\
& \stackrel{(3.56)}{\leq} C\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{3}{2}-j}\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \stackrel{(3.49),}{R_{=h}^{\leq}} C \rho^{-L}\left(1+(\omega h)^{q+j+4-L}\right) e^{\omega h} h^{1-j} \frac{(L+1)^{2}\left\|\mathbf{M}^{-1}\right\|_{1}}{\sqrt{2}^{L} q^{\frac{q-3}{2}}(q+1)^{2}}\left\|V_{2}[Q]\right\|_{0, D} \\
& \stackrel{(3.61)}{\leq} C \rho^{-L}\left(1+(\omega h)^{q+j+9-L}\right) e^{\left(1+\frac{3}{4}(1-\rho)\right) \omega h} h^{1-j} \frac{(L+1)^{2}\left\|\mathbf{M}^{-1}\right\|_{1}}{\sqrt{2}^{L} q^{\frac{q-3}{2}}(q+1)^{2}}\|u\|_{1, \omega, D},
\end{aligned}
$$

where $C>0$ depends only on the shape of $D$; since $L \geq 1$ this estimate completes the assertion of the theorem.

Remark 3.5.4. If the directions $\left\{\mathbf{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset \mathbb{S}^{2}$ in Theorem 3.5.3 are chosen as in Lemma 3.4.6, using the bound (3.55) of Corollary 3.4.11 instead of (3.49), the estimate (3.59) becomes

$$
\left\|u-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{l, m}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4}(1-\rho)\right) \omega h} .
$$

with $C>0$ depending only on $j, K$ and the shape of $D$, but independent of $q, L, \omega, h$ and $u$.
For $q \geq 2 K+1$, we can rewrite the the error bounds of the two previous theorems in a simpler fashion.

Corollary 3.5.5. Let $u \in H^{K+1}(D)$ be a solution of the homogeneous Helmholtz equation and fix

$$
q \geq 2 K+1
$$

We consider the same assumptions on the domain $D$ and on the directions $\left\{\mathbf{d}_{k}\right\}_{k=1, \ldots, p}$ (in 3D, we relabel the directions $\left\{\mathbf{d}_{l, m}\right\}$ as $\left\{\mathbf{d}_{k}\right\}_{k=1, \ldots, p}$ ) as in Theorem 3.5.2 and Theorem 3.5.3 for $N=2$ and $N=3$, respectively. In the three-dimensional case, we assume also $q \geq 2\left(1+2^{1 / \lambda_{D}}\right)$, where $\lambda_{D}>0$ is the constant that depends only on the shape of $D$ from Theorem 3.2.12.

Then, there exists $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $0 \leq j \leq K+1$,

$$
\begin{align*}
&\left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{K+1-j} \\
&: \begin{cases}{\left[\left(\frac{\log (q+2)}{q}\right)^{\lambda_{D}(K+1-j)}+\frac{1+(\omega h)^{q-K+2}}{\left(c_{0}(q+1)\right)^{\frac{q}{2}}}\right]\|u\|_{K+1, \omega, D}} & D \subset \mathbb{R}^{2}, \\
{\left[q^{-\lambda_{D}(K+1-j)}+\frac{1+(\omega h)^{q-K+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|u\|_{K+1, \omega, D}} & D \subset \mathbb{R}^{3},\end{cases} \tag{3.62}
\end{align*}
$$

where $C>0$ depends only on $j, K$ and the shape of $D$, and, in two dimensions,

$$
c_{0}= \begin{cases}4 e^{-5} \rho \delta^{4} & \text { general }\left\{\mathbf{d}_{k}\right\} \text { as in }(3.37)  \tag{3.63}\\ 4 e^{-1} \rho & \text { uniformly spaced }\left\{\mathbf{d}_{k} \cdot\right\}\end{cases}
$$

Proof. Choose $L=\left\lfloor\frac{q-1}{2}\right\rfloor$ in Theorems 3.5.2 and 3.5.3 and use Remark 3.4.4 for the uniformly spaced case in two dimensions.

Notice that in the bounds (3.57), (3.59), and (3.62) the dependence on $\omega h$ is slightly better than the one written in the paper [150]. This choice admits the $p$-convergence also in the case $\omega h>1$ because the factor $(\omega h)^{q}$ is multiplied only with the term with (more than) exponential decay in $q$ and not to the algebraic one.

Remark 3.5.6. If we do not care about the dependence on $p$, in order to obtain a $h$-estimate with optimal order it is enough to require $q \geq K$ and, in three dimensions, to assume $\mathbf{M}$ invertible. This gives

$$
\begin{equation*}
\left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{q+j-K+8}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{K+1-j}\|u\|_{K+1, \omega, D} \tag{3.64}
\end{equation*}
$$

where the constant $C$ does not depend on $h, \omega$ and $u$. No requirement depending on $\lambda_{D}$ is needed, because we can simply use part (ii) (Bramble-Hilbert) instead of (iii)-(iv) of Theorem 3.3.1. Thanks to Remark 3.3.2, the $h$-estimate (3.64) holds also for domains that are star-shaped with respect to a single point only, i.e., that satisfy Assumption 2.2.1 instead of 3.1.1.

## 3. Approximation of homogeneous Helmholtz solutions

Remark 3.5.7. The estimates in Corollary 3.5 .5 look very similar in two and in three spatial dimensions, but few important differences must be pointed out.
If $D \subset \mathbb{R}^{2}$, any choice of (different) directions $\mathbf{d}_{k}$ guarantees the estimate and the convergence. The parameter $\lambda_{D}$, which provides the actual rate of convergence, can be computed explicitly by "measuring" the re-entrant corners of $D$.
If $D \subset \mathbb{R}^{3}$, the estimate, as it is stated, which is valid provided that $\mathbf{M}$ is invertible, guarantees the convergence in $q$ only if the growth of the norm of $\mathbf{M}^{-1}$ is controlled. This is true, for instance, for the optimal set of directions introduced in Lemma 3.4.6 and for Sloan's directions of Remark 3.4.7. Moreover, the rate $\lambda_{D}$ is not known. If a harmonic polynomial approximation estimate like (3.20) with explicit order were available, then we could plug this coefficient in place of $\lambda_{D}$ in (3.62); see Remark 3.2.13.
We have always used a total number of plane waves equal to $p=2 q+1$ and $p=(q+1)^{2}$ in two and three dimensions, respectively. In a comparison with polynomial approximation, $q$ represents the polynomial degree (the error behaves as $\left.q^{-\lambda_{D}(K+1-j)}\right)$ and $p$ the total number of degrees of freedom involved. The value of $p$ is equal to the dimension of the space of harmonic polynomials of degree at most $q$, which is lower than the dimension of the complete polynomial space of the same degree. Thus the approximation with plane waves seems to require asymptotically less degrees of freedom than the corresponding polynomial one (see [146, Remark 3.3]). In convex or smooth two-dimensional domains this is true, since $\lambda_{D} \approx 1$, while in three dimensions the problem is still open.
Remark 3.5.8. The second term within the square brackets in the estimates of Corollary 3.5.5 converges to zero faster than exponentially, while the first one only algebraically (if we assume that the norm of $\mathbf{M}^{-1}$ is controlled, when $N=$ 3). This gives the algebraic convergence of the best approximation, if $u$ has finite Sobolev regularity in $D$. On the other hand, the order of convergence of these estimates is given by the harmonic approximation problem described in Section 3.2. Thus, if the function $u$ is solution of the homogeneous Helmholtz equation in a domain $D^{\prime}$ such that $D \subset D^{\prime}, d\left(D, \partial D^{\prime}\right)=\delta h, 0<\delta<1$, we will have exponential convergence in $D$ (recall Proposition 3.3.3). The speed will depend on $\delta$; see [144, Corollary 2.7] (two dimensions) and [19] (three dimensions).
Repeating the proof of Theorems 3.5 .2 and 3.5.3 with the help of the bound (3.30) we obtain easily for $N=2,3$ and $q$ large enough

$$
\begin{align*}
& \left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{k}}\right\|_{j, \omega, D}  \tag{3.65}\\
& \quad \leq C\left(1+(\omega h)^{q+j-K+8}\right) e^{\frac{3}{2} \omega h} b^{-q}\left(\|u\|_{K+1, \omega, D}+\|u\|_{L^{\infty}\left(D+B_{\delta}\right)}\right),
\end{align*}
$$

where the constant $C$ depends on $j, K,\left\{\mathbf{d}_{k}\right\}, N, D, h$ and $\delta$, but is independent of $q, \omega, u$; the value of $b \geq 1$ depends only on $D$ and $\delta$.
Remark 3.5.9. All the results proved in this section hold true with minor changes if $\omega \neq 0$ is any complex number (cf. Remarks 2.3.6, 3.3.4 and 3.4.12).

In particular, the right-hand sides of the equations (3.57), (3.59), (3.62), and (3.64) are multiplied by $e^{\frac{3}{2}|\omega| h+|\operatorname{Im} \omega| h}$, that of equation (3.56) is multiplied by $e^{\frac{3}{2}|\omega| h}$ and $\omega$ is substituted by its absolute value in all the bounds and in the definition of the weighted norms.
Remark 3.5.10. In order to prove similar results in more than three space dimensions, the intermediate steps that still have to be verified are the extension of (i) the wavenumber-explicit interior estimates of Lemma 2.3.12 and of (ii) Lemma 3.4.8, which requires the use of the $N$-dimensional addition formula for spherical harmonics and the corresponding Jacobi-Anger expansion (B.36).
Remark 3.5.11. If the function $u$ we want to approximate using plane waves is not a solution of the homogeneous Helmholtz equation, or it is solution with a different wavenumber, we can not expect $p$-convergence and high orders in $h$. Anyhow, for every $u \in H^{2}(D)$, linear $h$-convergence in $H^{1}$-norm and quadratic in $L^{2}$-norm have been proved in [96, Prop. 3.12-3.13].

## 4. Trefftz-discontinuous Galerkin methods for the Helmholtz equation

### 4.1. Introduction

One of the prominent examples of finite element methods for the discretization of Helmholtz equation based on the use of plane wave trial and test functions is the ultra weak variational formulation (UWVF), introduced by Cessenat and Després in the 1990's $[46,47]$. Since then, this method has seen rapid algorithmic development and extensions, see $[117,118,121,122,124]$ and Section 1.2.1 of the present thesis. It turns out that the UWVF can be recast as a special discontinuous Galerkin (DG) method employing local trial spaces spanned by a few plane waves, as pointed out in $[42,85,96]$. In a sense, this is a special case of a Trefftz-type approximation, as the local trial functions are solutions of the homogeneous Helmholtz equation $-\Delta u-\omega^{2} u=0$. This perspective paves the way for marrying plane wave approximation with many of the various DG methods developed for second-order elliptic boundary value problems. This has been pursued in $[84,96,110,148]$ for a class of primal and mixed DG methods, which generalize the ultra weak scheme, and which differ from each other in the choice of the numerical fluxes.
Here we adopt a more general perspective: we develop the a priori error analysis for general Trefftz spaces, not necessarily constituted by plane wave functions. We refer to these methods as "Trefftz-discontinuous Galerkin (TDG) methods" for the general case and "plane wave discontinuous Galerkin (PWDG) methods" for the special choice of the trial space.
In [96] an $h$-version error analysis for the PWDG method applied to the 2D inhomogeneous Helmholtz problem was carried out. In that case, independently of how many plane waves are used in the local approximation spaces, only first order convergence can be achieved in general. The analysis was restricted to a class of PWDG methods with flux parameters depending on the product $\omega h$ (not including the classical ultra weak variational formulation of [47]). Key elements of this analysis are local approximation estimates and inverse estimates for plane waves, and a duality technique. This involves estimating the approximation error of the solution of an inhomogeneous dual problem by plane waves. High order convergence as $h \rightarrow 0$ is actually achieved in the homogeneous case $f \equiv 0$ only [148], because plane waves are not capable to approximate general $H^{2}$ functions in a fixed domain ( $c f$. Remark 3.5.11).
The application of a duality argument in the $h$-version error analysis entails a threshold condition on the mesh size: quasi-optimality of the PWDG solu-
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tion is guaranteed only if $\omega^{2} h$ is "sufficiently small"; see [96, Theorem 4.10]. In numerical experiments this is observed as a widening gap between discretization error and plane wave best approximation error as $\omega$ becomes larger and larger. Thus, the notorious pollution effect that haunts local discretizations of wave propagation problems manifests itself in the theoretical estimates.
For polynomial schemes, their $p$-versions, also called spectral versions, are immune to the pollution effect [3-5]. Thus, we believe that the spectral $/ p$ version of TDG methods, which strives for better accuracy by enlarging the local trial spaces, will also possess this desirable property. Besides, practical experience suggests that (well balanced local) $p$-refinement is highly advisable [124], because (local) smoothness/analyticity of the solution $u$ can be exploited. Ultimately, a judicious $h p$-refinement strategy will be the most attractive option, though one has to confront the notorious ill-conditioning of the linear systems arising from spectral PWDG approaches. Since aspects of implementation are not covered here, we will gloss over this issue.
Unfortunately, a comprehensive $h p$ convergence analysis is elusive so far. Thus, the more modest aim of this chapter is the derivation of abstract a priori $p$-version error estimates for the TDG method applied to the two- and three-dimensional homogeneous Helmholtz equation in convex domains, and to specialize those estimates in concrete convergence bounds in the case of the PWDG method. The used approach has little in common with the duality techniques pursued in $[96,148]$, because $p$-refinement does not yield any useful approximation of the solution of the inhomogeneous dual problem, since plane waves fail to approximate general functions.
Moreover, we cannot rely on coercivity in the seminorm of the bilinear form defining the TDG method for general functions. Instead, we consider a weaker skeleton-based energy seminorm (i.e., containing interelement jump terms and boundary terms only), which is a norm when restricted to the space of local Trefftz' functions. We prove a coercivity result in this norm. This grants more freedom in the choice of the flux parameters; in particular, constant flux parameters are allowed so that also the classical ultra weak variational formulation of [47] is covered by our analysis.

Our argument is based on an estimate of the $L^{2}$-norm of Trefftz' functions by their skeleton-based norm, which was discovered in the context of least squares Trefftz methods in [154]. We rederive this estimate in order to establish the dependence of the constants in front of the estimate explicitly not only on the meshwidth $h$, but also on the wavenumber $\omega$. In parts, the analysis is carried out along the lines of [42]. On the other hand, we do not rewrite the TDG bilinear form in terms of impedance traces, but stay closer to the DG setting and our arguments are substantially simpler than those of [42].
We point out that the constant in front of the final $p$-version error estimates for the PWDG depends on the product $\omega h$. This is inevitable, because no accuracy can be expected unless the underlying wavelength is resolved by the trial space. Yet, in contrast to the $h$-version estimates of [42, Sect. 4], the error bounds do not hinge on the assumption that $\omega h$ is "sufficiently small."
The outline of this chapter is as follows: in Section 4.2, we report the derivation of the TDG method for the homogeneous Helmholtz equation with
impedance boundary conditions. Next, we derive abstract error estimates for the general TDG method in Section 4.3: we state a coercivity property and continuity of the TDG bilinear form, then we prove quasi-optimality of the approximation error in a mesh skeleton-based norm. In Section 4.3 . 1 we derive a bound for the $L^{2}$-norm of the error via a duality argument following [154] and [42]; this hinges on certain assumptions on the domain and the mesh, in particular the convexity of $\Omega$ and the uniformity of element sizes. Subsequently, in Section 4.4, from the approximation results proved in Chapter 3, we derive error estimates for the PWDG method in the skeleton-based norm and in energy-norm: these are reported in Theorem 4.4.4. In Section 4.5, we derive error estimates in a stronger norm, containing the difference between the gradient of the analytical solution and the gradient of a (computable) projection of the TDG solution. The final section studies the PWDG discretization error numerically for some model problems.
We follow the paper [108] with two major differences: (i) the method and the abstract analysis are presented for the general TDG method instead of the special PWDG case; (ii) all the results hold not only for two- but also for three-dimensional domains.

### 4.2. The TDG method

In this section, we introduce the Trefftz-discontinuous Galerkin (TDG) method for the homogeneous Helmholtz equation, following [96] and [108].
Assume $\Omega$ to be a bounded Lipschitz domain in $\mathbb{R}^{N}, N=2,3$. For the duality argument used in our error analysis, we need to assume $\Omega$ to be convex.
Consider the Helmholtz boundary value problem

$$
\begin{align*}
-\Delta u-\omega^{2} u=0 & \text { in } \Omega,  \tag{4.1}\\
\nabla u \cdot \mathbf{n}+i \omega u=g & \text { on } \partial \Omega .
\end{align*}
$$

Here, $\omega>0$ is a fixed wavenumber (the corresponding wavelength is $\lambda=$ $2 \pi / \omega), \mathbf{n}$ is the outer normal unit vector to $\partial \Omega$, and $i$ is the imaginary unit. Inhomogeneous first order absorbing boundary conditions in the form of impedance boundary conditions are used in (4.1), with boundary data $g \in L^{2}(\partial \Omega)$.
Let $\mathcal{T}_{h}$ be a Lipschitz finite element partition of $\Omega$, with possible hanging nodes, of meshwidth $h$ (i.e., $h=\max _{K \in \mathcal{T}_{h}} h_{K}$, with $h_{K}:=\operatorname{diam}(K)$ ) on which we define our TDG method; we will denote by $\mathcal{F}_{h}=\bigcup_{K \in \mathcal{T}_{h}} \partial K$ the skeleton of the mesh, and set $\mathcal{F}_{h}^{B}=\mathcal{F}_{h} \cap \partial \Omega$ and $\mathcal{F}_{h}^{I}=\mathcal{F}_{h} \backslash \mathcal{F}_{h}^{B}$.
In the $p$-version setting, we assume the mesh $\mathcal{T}_{h}$ to be fixed, and we only vary the dimension $p$ of the local trial spaces. Further assumptions on the problem domain and on the mesh $\mathcal{T}_{h}$ will be made precise at the beginning of Section 4.3 and in Section 4.4.
In order to derive the TDG method, we start by writing problem (4.1) as a first order system:

$$
\begin{align*}
i \omega \boldsymbol{\sigma}=\nabla u & \text { in } \Omega \\
i \omega u-\nabla \cdot \boldsymbol{\sigma}=0 & \text { in } \Omega  \tag{4.2}\\
i \omega \boldsymbol{\sigma} \cdot \mathbf{n}+i \omega u=g & \text { on } \partial \Omega
\end{align*}
$$
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By multiplying the first and second equation of (4.2) by smooth test functions $\tau$ and $v$, respectively, and integrating by parts on each $K \in \mathcal{T}_{h}$, we obtain

$$
\begin{gather*}
\int_{K} i \omega \boldsymbol{\sigma} \cdot \overline{\boldsymbol{\tau}} \mathrm{~d} V+\int_{K} u \overline{\nabla \cdot \boldsymbol{\tau}} \mathrm{~d} V-\int_{\partial K} u \overline{\boldsymbol{\tau} \cdot \mathbf{n}} \mathrm{~d} S=0 \\
\int_{K} i \omega u \bar{v} \mathrm{~d} V+\int_{K} \boldsymbol{\sigma} \cdot \bar{\nabla} \in H(\operatorname{div} ; K),  \tag{4.3}\\
\mathrm{d} V-\int_{\partial K} \boldsymbol{\sigma} \cdot \mathbf{n} \bar{v} \mathrm{~d} S=0
\end{gather*}
$$

Replace $u, v$ by $u_{p}, v_{p} \in V_{p}(K)$ and $\boldsymbol{\sigma}, \boldsymbol{\tau}$ by $\boldsymbol{\sigma}_{p}, \boldsymbol{\tau}_{p} \in \mathbf{V}_{p}(K)$, where $V_{p}(K) \subset$ $H^{1}(K)$ and $\mathbf{V}_{P}(K) \subset H(\operatorname{div} ; K)$ are finite dimensional space. Then, approximate the traces of $u$ and $\sigma$ across interelement boundaries by the so-called numerical fluxes denoted by $\hat{u}_{p}$ and $\hat{\boldsymbol{\sigma}}_{p}$, respectively, to obtain

$$
\begin{align*}
\int_{K} i \omega \boldsymbol{\sigma}_{p} \cdot \overline{\boldsymbol{\tau}}_{p} \mathrm{~d} V+\int_{K} u_{p} \overline{\nabla \cdot \boldsymbol{\tau}_{p}} \mathrm{~d} V-\int_{\partial K} \hat{u}_{p} \overline{\boldsymbol{\tau}_{p} \cdot \mathbf{n}} \mathrm{~d} S=0 & \forall \boldsymbol{\tau}_{p} \in \mathbf{V}_{p}(K), \\
\int_{K} i \omega u_{p} \bar{v}_{p} \mathrm{~d} V+\int_{K} \boldsymbol{\sigma}_{p} \cdot \overline{\nabla v}_{p} \mathrm{~d} V-\int_{\partial K} \hat{\boldsymbol{\sigma}}_{p} \cdot \mathbf{n} \bar{v}_{p} \mathrm{~d} S=0 & \forall v_{p} \in V_{p}(K) . \tag{4.4}
\end{align*}
$$

The numerical fluxes will be defined below; they also take into account the inhomogeneous boundary conditions.
Integrating again by parts the first equation of (4.4), we obtain

$$
\begin{equation*}
\int_{K} \boldsymbol{\sigma}_{p} \cdot \overline{\boldsymbol{\tau}}_{p} \mathrm{~d} V=\frac{1}{i \omega} \int_{K} \nabla u_{p} \cdot \overline{\boldsymbol{\tau}}_{p} \mathrm{~d} V-\frac{1}{i \omega} \int_{\partial K}\left(u_{p}-\hat{u}_{p}\right) \overline{\boldsymbol{\tau}_{p} \cdot \mathbf{n}} \mathrm{~d} S . \tag{4.5}
\end{equation*}
$$

We assume $\nabla_{h} V_{p}(K) \subseteq \mathbf{V}_{p}(K)$ and take $\boldsymbol{\tau}_{p}=\nabla v_{p}$ in each element. Inserting the resulting expression for $\int_{K} \sigma_{p} \cdot \overline{\nabla v}_{p} \mathrm{~d} V$ into the second equation of (4.4), we arrive at

$$
\begin{equation*}
\int_{K}\left(\nabla u_{p} \cdot \bar{\nabla} v_{p}-\omega^{2} u_{p} \bar{v}_{p}\right) \mathrm{d} V-\int_{\partial K}\left(u_{p}-\hat{u}_{p}\right) \overline{\nabla v_{p} \cdot \mathbf{n}} \mathrm{~d} S-\int_{\partial K} i \omega \hat{\boldsymbol{\sigma}}_{p} \cdot \mathbf{n} \bar{v}_{p} \mathrm{~d} S=0 . \tag{4.6}
\end{equation*}
$$

Notice that the formulation (4.6) is equivalent to (4.4) in the sense that their $u_{p}$ solution components coincide and the $\boldsymbol{\sigma}_{p}$ solution component of (4.4) can be recovered from $u_{p}$ by using (4.5).
Another equivalent formulation can be obtained by integrating by parts once more the first term in (4.6) (notice that the boundary term appearing in this integration by parts cancels out with a boundary term already present in (4.6)):

$$
\begin{equation*}
\int_{K}\left(\overline{-\Delta v_{p}-\omega^{2} v_{p}}\right) u_{p} \mathrm{~d} V+\int_{\partial K} \hat{u}_{p} \overline{\nabla v_{p} \cdot \mathbf{n}} \mathrm{~d} S-\int_{\partial K} i \omega \hat{\boldsymbol{\sigma}}_{p} \cdot \mathbf{n} \bar{v}_{p} \mathrm{~d} S=0 . \tag{4.7}
\end{equation*}
$$

Now we assume that $V_{p}(K)$ satisfies the Trefftz property:

$$
-\Delta v_{p}-\omega^{2} v_{p}=0 \quad \text { in } K \quad \forall v_{p} \in V_{p}(K) ;
$$

notice that this ensures that the gradients of the functions in $V_{p}(K)$ belong to $H(\operatorname{div} ; K)$, thus no assumption on $\mathbf{V}_{p}(K)$ needs to be made. With this condition the volume term in (4.7) vanishes, thus (4.7) simply becomes

$$
\begin{equation*}
\int_{\partial K} \hat{u}_{p} \overline{\nabla v_{p} \cdot \mathbf{n}} \mathrm{~d} S-\int_{\partial K} i \omega \hat{\boldsymbol{\sigma}}_{p} \cdot \mathbf{n} \bar{v}_{p} \mathrm{~d} S=0 . \tag{4.8}
\end{equation*}
$$

In order to define the numerical fluxes we recall some standard DG notation. Write $\mathbf{n}^{+}, \mathbf{n}^{-}$for the exterior unit normals on $\partial K^{+}$and $\partial K^{-}$, respectively. Let $u_{p}$ and $\sigma_{p}$ be a piecewise smooth function and vector field on $\mathcal{T}_{h}$, respectively. On $\partial K^{-} \cap \partial K^{+}$, we define

$$
\text { the averages: } \left.\quad\left\{u_{p}\right\}:=\frac{1}{2}\left(u_{p}^{+}+u_{p}^{-}\right), \quad\left\{\boldsymbol{\sigma}_{p}\right\}\right\}:=\frac{1}{2}\left(\boldsymbol{\sigma}_{p}^{+}+\boldsymbol{\sigma}_{p}^{-}\right),
$$

the jumps: $\llbracket u_{p} \rrbracket_{N}:=u_{p}^{+} \mathbf{n}^{+}+u_{p}^{-} \mathbf{n}^{-} \quad, \quad \llbracket \boldsymbol{\sigma}_{p} \rrbracket_{N}:=\boldsymbol{\sigma}_{p}^{+} \cdot \mathbf{n}^{+}+\boldsymbol{\sigma}_{p}^{-} \cdot \mathbf{n}^{-}$.
Furthermore, we denote by $\nabla_{h}$ the elementwise application of $\nabla$. Then, we define the TDG fluxes by setting

$$
\left\{\begin{array}{l}
\widehat{\sigma}_{p}=\frac{1}{i \omega}\left\{\llbracket \nabla_{h} u_{p}\right\}-\alpha \llbracket u_{p} \rrbracket_{N}, \\
\left.\widehat{u}_{p}=\left\{u_{p}\right\}\right\}-\beta \frac{1}{i \omega} \llbracket \nabla_{h} u_{p} \rrbracket_{N}
\end{array}\right.
$$

on interior faces, and

$$
\left\{\begin{array}{l}
\widehat{\boldsymbol{\sigma}}_{p}=\frac{1}{i \omega} \nabla_{h} u_{p}-(1-\delta)\left(\frac{1}{i \omega} \nabla_{h} u_{p}+u_{p} \mathbf{n}-\frac{1}{i \omega} g \mathbf{n}\right), \\
\widehat{u}_{p}=u_{p}-\delta\left(\frac{1}{i \omega} \nabla_{h} u_{p} \cdot \mathbf{n}+u_{p}-\frac{1}{i \omega} g\right)
\end{array}\right.
$$

on boundary faces, where the parameters $\alpha, \beta$ and $\delta$ are the so-called flux parameters; assumptions on them will be specified in Section 4.3.
For every $a \in \prod_{K \in \mathcal{T}_{h}} L^{2}(\partial K)$ and $\mathbf{A} \in \prod_{K \in \mathcal{T}_{h}} L^{2}(\partial K)^{N}$ we have the socalled scalar "DG magic formula":

$$
\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} a \overline{\mathbf{A}} \cdot \mathbf{n} \mathrm{~d} S=\int_{\mathcal{F}_{h}^{I}} \llbracket a \rrbracket_{N} \cdot\{\{\overline{\mathbf{A}}\}+\{a\}\}\left[\overline{\mathbf{A}} \rrbracket_{N} \mathrm{~d} S+\int_{\mathcal{F}_{h}^{B}} a \overline{\mathbf{A}} \cdot \mathbf{n} \mathrm{~d} S,\right.
$$

thus, adding (4.8) over all elements $K \in \mathcal{T}_{h}$ gives

$$
\begin{align*}
& \int_{\mathcal{F}_{h}^{I}}\left(\widehat{u}_{p} \llbracket \overline{\nabla_{h} v_{P}} \rrbracket_{N}-i \omega \widehat{\boldsymbol{\sigma}}_{p} \cdot \llbracket \bar{v}_{p} \rrbracket_{N}\right) \mathrm{d} S \\
&+\int_{\mathcal{F}_{h}^{B}}\left(\widehat{u}_{p} \overline{\nabla_{h} v_{P} \cdot \mathbf{n}}-i \omega \widehat{\boldsymbol{\sigma}}_{p} \cdot \mathbf{n} \bar{v}_{p}\right) \mathrm{d} S=0 . \tag{4.9}
\end{align*}
$$

Defining the global Trefftz trial space

$$
V_{p}\left(\mathcal{T}_{h}\right):=\left\{v_{p} \in L^{2}(\Omega):\left.v_{p}\right|_{K} \in V_{P}(K) \forall K \in \mathcal{T}_{h}\right\}
$$

and inserting the above defined numerical fluxes into (4.9) allows us to write the TDG method as follows: find $u_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$ such that, for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$,

$$
\mathcal{A}_{h}\left(u_{p}, v_{p}\right)=\ell_{h}\left(v_{p}\right),
$$
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where

$$
\begin{aligned}
\mathcal{A}_{h}(u, v):= & \int_{\mathcal{F}_{h}^{I}}\left\{\{ u \} \llbracket \left[\overline{\nabla_{h} v} \rrbracket_{N} \mathrm{~d} S+i \omega^{-1} \int_{\mathcal{F}_{h}^{I}} \beta \llbracket \nabla_{h} u \rrbracket_{N} \llbracket \overline{\nabla_{h} v} \rrbracket_{N} \mathrm{~d} S\right.\right. \\
& -\int_{\mathcal{F}_{h}^{I}}\left\{\left\{\nabla_{h} u \rrbracket \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S+i \omega \int_{\mathcal{F}_{h}^{I}} \alpha \llbracket u \rrbracket_{N} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S\right.\right. \\
& +\int_{\mathcal{F}_{h}^{B}}(1-\delta) u \overline{\nabla_{h} v \cdot \mathbf{n}} \mathrm{~d} S+i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta \nabla_{h} u \cdot \mathbf{n} \overline{\nabla_{h} v \cdot \mathbf{n}} \mathrm{~d} S \\
& -\int_{\mathcal{F}_{h}^{B}} \delta \nabla_{h} u \cdot \mathbf{n} \bar{v} \mathrm{~d} S+i \omega \int_{\mathcal{F}_{h}^{B}}(1-\delta) u \bar{v} \mathrm{~d} S,
\end{aligned}
$$

and

$$
\ell_{h}(v):=i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta g \overline{\nabla_{h} v \cdot \mathbf{n}} \mathrm{~d} S+\int_{\mathcal{F}_{h}^{B}}(1-\delta) g \bar{v} \mathrm{~d} S
$$

The TDG formulation is consistent by construction; thus, if $u \in H^{2}(\Omega)$ solves (4.1), then it holds that

$$
\begin{equation*}
\mathcal{A}_{h}\left(u, v_{p}\right)=\ell_{h}\left(v_{p}\right) \quad \forall v_{p} \in V_{p}\left(\mathcal{T}_{h}\right) \tag{4.10}
\end{equation*}
$$

In order to completely specify the scheme, only the finite dimensional function space $V_{p}\left(\mathcal{T}_{h}\right)$ has to be fixed. In Section 4.3 we study the error analysis for any trial Trefftz space, while in Section 4.4 we will describe a special choice for $V_{p}\left(\mathcal{T}_{h}\right)$ using plane wave functions.

### 4.3. Error analysis

We develop our a priori error analysis under the additional assumption that $\alpha, \beta$ and $\delta$ are real, strictly positive, independent of $p, h$, and $\omega$, with $0<\delta \leq 1 / 2$.

Remark 4.3.1. A choice of flux parameters that depends on $p$ and on the product $\omega h$, in the spirit of standard DG methods and of the PWDG method of [96], will be discussed in Remark 4.4.6. The choice $\alpha=\beta=\delta=1 / 2$ gives rise to the original UWVF by Cessenat and Despres (see [47] and [42]).

Define the broken Sobolev spaces

$$
H^{s}\left(\mathcal{T}_{h}\right):=\left\{w \in L^{2}(\Omega): w_{\mid K} \in H^{s}(K) \forall K \in \mathcal{T}_{h}\right\}
$$

Let $T\left(\mathcal{T}_{h}\right)$ be the piecewise Trefftz space defined on $\mathcal{T}_{h}$ by

$$
T\left(\mathcal{T}_{h}\right):=\left\{w \in H^{2}\left(\mathcal{T}_{h}\right): \Delta w+\omega^{2} w=0 \text { in each } K \in \mathcal{T}_{h}\right\}
$$

and endow it with the norm (see Proposition 4.3.2)

In the following, we will also make use of the augmented norm

$$
\begin{align*}
\|w\| \|_{\mathcal{F}_{h}^{+}}^{2}:= & \left.\|w\|\left\|_{\mathcal{F}_{h}}^{2}+\omega\right\| \beta^{-1 / 2}\{w\}\right\} \|_{0, \mathcal{F}_{h}^{I}}^{2}  \tag{4.12}\\
& +\omega^{-1}\left\|\alpha^{-1 / 2}\left\{\nabla_{h} w\right\}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+\omega\left\|\delta^{-1 / 2} w\right\|_{0, \mathcal{F}_{h}^{B}}^{2} .
\end{align*}
$$

We collect a few technical prerequisites for the convergence analysis.
Proposition 4.3.2. The seminorm (4.11) is actually a norm on $T\left(\mathcal{T}_{h}\right)$.
Proof. Let $w \in T\left(\mathcal{T}_{h}\right)$ be such that $\||w|\|_{\mathcal{F}_{h}}^{2}=0$. Then $w \in H^{2}(\Omega)$ and satisfies $\Delta w+\omega^{2} w=0$ in $\Omega, w=0$ and $\nabla w \cdot \mathbf{n}=0$ on $\partial \Omega$, which implies $\nabla w \cdot \mathbf{n}+i \omega w=0$ on $\partial \Omega$. The uniqueness of the solution of problem (4.1) gives $w=0$.

Proposition 4.3.3. If $w \in T\left(\mathcal{T}_{h}\right)$, then

$$
\operatorname{Im}\left[\mathcal{A}_{h}(w, w)\right]=\| \| w \|_{\mathcal{F}_{h}}^{2} .
$$

Proof. Provided that $u, v \in T\left(\mathcal{T}_{h}\right)$, local integration by parts permits us to rewrite the bilinear form $\mathcal{A}_{h}(u, v)$ as

$$
\begin{aligned}
\mathcal{A}_{h}(u, v)= & \left(\nabla_{h} u, \nabla_{h} v\right)_{0, \Omega}-\int_{\mathcal{F}_{h}^{I}} \llbracket u \rrbracket_{N} \cdot\left\{\overline{\nabla_{h} v}\right\} \mathrm{d} S-\int_{\mathcal{F}_{h}^{\mathcal{I}}}\left\{\nabla_{h} u\right\} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S \\
& -\int_{\mathcal{F}_{h}^{B}} \delta u \overline{\nabla_{h} v \cdot \mathbf{n}} \mathrm{~d} S-\int_{\mathcal{F}_{h}^{B}} \delta \nabla_{h} u \cdot \mathbf{n} \bar{v} \mathrm{~d} S \\
& +i \omega^{-1} \int_{\mathcal{F}_{h}^{\mathcal{I}}} \beta \llbracket \nabla_{h} u \rrbracket_{N} \llbracket \overline{\nabla_{h} v} \rrbracket_{N} \mathrm{~d} S+i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta \nabla_{h} u \cdot \mathbf{n} \overline{\nabla_{h} v \cdot \mathbf{n}} \mathrm{~d} S \\
& +i \omega \int_{\mathcal{F}_{h}^{\mathcal{I}}} \alpha \llbracket u \rrbracket_{N} \cdot \llbracket \bar{v} \rrbracket_{N} \mathrm{~d} S+i \omega \int_{\mathcal{F}_{h}^{B}}(1-\delta) u \bar{v} \mathrm{~d} S-\omega^{2}(u, v)_{0, \Omega},
\end{aligned}
$$

where $(\cdot, \cdot)_{0, \Omega}$ denotes the $L^{2}$-scalar product in $\Omega$. Therefore,

$$
\begin{aligned}
\mathcal{A}_{h}(w, w)= & \left\|\nabla_{h} w\right\|_{0, \Omega}^{2}-2 \operatorname{Re}\left[\int_{\mathcal{F}_{h}^{I}} \llbracket w \rrbracket_{N} \cdot\left\{\left\{\overline{\nabla_{h} w}\right\} \mathrm{d} S+\int_{\mathcal{F}_{h}^{B}} \delta w \overline{\nabla_{h} w \cdot \mathbf{n}} \mathrm{~d} S\right]\right. \\
& +i \omega^{-1}\left\|\beta^{1 / 2} \llbracket \nabla_{h} w \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+i \omega^{-1}\left\|\delta^{1 / 2} \nabla_{h} w \cdot \mathbf{n}\right\|_{0, \mathcal{F}_{h}^{B}}^{2} \\
& +i \omega\left\|\alpha^{1 / 2} \llbracket w \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+i \omega\left\|(1-\delta)^{1 / 2} w\right\|_{0, \mathcal{F}_{h}^{B}}^{2}-\omega^{2}\|w\|_{0, \Omega}^{2},
\end{aligned}
$$

from which, by taking the imaginary part, we get the result.
Remark 4.3.4. As a consequence of Propositions 4.3.2 and 4.3.3, the TDG method is well posed without any constraint on the mesh and the wavenumber. Indeed, if $\mathcal{A}_{h}\left(u_{p}, v_{p}\right)=0$ for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$, then $\mathcal{A}_{h}\left(u_{p}, u_{p}\right)=0$ and thus $\left\|\mid u_{p}\right\| \|_{\mathcal{F}_{h}}=0$, which implies $u_{p}=0$.
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Proposition 4.3.5. For all $w_{1}, w_{2} \in H^{2}\left(\mathcal{T}_{h}\right)$,

$$
\left|\mathcal{A}_{h}\left(w_{1}, w_{2}\right)\right| \leq 2| |\left|w_{1}\right| \|_{\mathcal{F}_{h}^{+}}| |\left|w_{2}\right|| |_{\mathcal{F}_{h}}
$$

Proof. The result follows from the definition of $\mathcal{A}_{h}(\cdot, \cdot), \delta \leq 1-\delta<1$ and repeated applications of the (weighted) Cauchy-Schwarz inequality.

In the next proposition, we prove quasi-optimality of the TDG method in the $\left\|\|\cdot\|\left|\left.\right|_{\mathcal{F}_{h}}\right.\right.$-norm.

Proposition 4.3.6. Let $u$ be the analytical solution to (4.1) and let $u_{p}$ be the TDG solution. Then,

$$
\left\|\left|u-u_{p}\right|\right\|_{\mathcal{F}_{h}} \leq 3 \inf _{v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)}\left|\left\|u-v_{p} \mid\right\|_{\mathcal{F}_{h}^{+}},\right.
$$

where $\left\|\|\cdot \mid\|_{\mathcal{F}_{h}^{+}}\right.$is defined by (4.12).
Proof. We apply the triangle inequality and write

$$
\begin{equation*}
\left\|\left|u-u_{p}\left\|\left.\right|_{\mathcal{F}_{h}} \leq\right\|\right| u-v_{p}\left|\left\|_{\mathcal{F}_{h}}+\left|\left\|u_{p}-v_{p}|\||_{\mathcal{F}_{h}}\right.\right.\right.\right.\right. \tag{4.13}
\end{equation*}
$$

for all $v_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$. Since $u_{p}-v_{p} \in T\left(\mathcal{T}_{h}\right)$, Proposition 4.3 .3 gives

$$
\left\|u_{p}-v_{p}\right\| \|_{\mathcal{F}_{h}}^{2}=\operatorname{Im}\left[\mathcal{A}_{h}\left(u_{p}-v_{p}, u_{p}-v_{p}\right)\right] .
$$

From Galerkin orthogonality and continuity of $\mathcal{A}_{h}(\cdot, \cdot)$ (see Proposition 4.3.5), we have

$$
\left\|\left|u_{p}-v_{p}\| \|_{\mathcal{F}_{h}}^{2} \leq 2\| \| u-v_{p}\| \|_{\mathcal{F}_{h}^{+}}\left\|\mid u_{p}-v_{p}\right\| \|_{\mathcal{F}_{h}}\right.\right.
$$

which, inserted into (4.13), gives the result.

### 4.3.1. Duality estimates in $L^{2}$-norm

Following $[42,154]$, we bound the $L^{2}$-norm of any Trefftz' function by using a duality argument. For this purpose, we define two mesh parameters which will enter the constants in the error estimates: the shape regularity measure

$$
\text { s.r. }\left(\mathcal{T}_{h}\right):=\max _{K \in \mathcal{T}_{h}} \frac{h_{K}}{d_{K}},
$$

where $d_{K}$ is the diameter of the largest ball contained in $K$, and the quasiuniformity measure

$$
\text { q.u. }\left(\mathcal{T}_{h}\right):=\max _{K \in \mathcal{T}_{h}} \frac{h}{h_{K}}=\frac{\max _{K \in \mathcal{T}_{h}} h_{K}}{\min _{K \in \mathcal{T}_{h}} h_{K}} .
$$

The bounding constants $C$ in Lemma 4.3.7 and in the following results will depend on s.r. $\left(\mathcal{T}_{h}\right)$ and q.u. $\left(\mathcal{T}_{h}\right)$.

From now on, we will need to assume $\Omega$ to be convex in order to have elliptic regularity.

Lemma 4.3.7. There exists a constant $C>0$ independent of $h$ and $\omega$ such that, for any $w \in T\left(\mathcal{T}_{h}\right)$,

$$
\begin{equation*}
\|w\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left(1+\omega^{-1 / 2} h^{-1 / 2}\right)\|w\|_{\mathcal{F}_{h}} . \tag{4.14}
\end{equation*}
$$

Proof. Let $\varphi$ be in $L^{2}(\Omega)$. Consider the adjoint problem:

$$
\begin{align*}
-\Delta v-\omega^{2} v=\varphi & \text { in } \Omega, \\
\nabla v \cdot \mathbf{n}-i \omega v=0 & \text { on } \partial \Omega . \tag{4.15}
\end{align*}
$$

The solution $v$ belongs to $H^{2}(\Omega)$ and, since $\Omega$ is convex, the stability estimates

$$
\begin{align*}
& |v|_{1, \Omega}+\omega\|v\|_{0, \Omega} \leq C_{1} \operatorname{diam}(\Omega)\|\varphi\|_{0, \Omega}  \tag{4.16}\\
& |v|_{2, \Omega} \leq C_{2}(1+\omega \operatorname{diam}(\Omega))\|\varphi\|_{0, \Omega}
\end{align*}
$$

hold, with $C_{1}, C_{2}>0$ depending only on the shape of $\Omega$ (see [142, Proposition 8.1.4] in two dimensions, [66] and [104, Propositions 3.3, 3.5, and 3.6] in three dimensions).
Multiplying by $w \in T\left(\mathcal{T}_{h}\right)$, integrating by parts twice the first equation of (4.15) element by element (using $\Delta w+\omega^{2} w=0$ in each $K \in \mathcal{T}_{h}$ ), and taking into account that $\nabla v \cdot \mathbf{n}=i \omega v$ on $\partial \Omega$, we obtain

$$
\begin{aligned}
& \left|(w, \varphi)_{0, \Omega}\right| \\
& =\left|\sum_{K \in \mathcal{T}_{h}} \int_{\partial K}(\nabla w \cdot \mathbf{n} \bar{v}-w \overline{\nabla v \cdot \mathbf{n}}) \mathrm{d} S\right| \\
& =\left|\int_{\mathcal{F}_{h}^{I}}\left(\llbracket \nabla_{h} w \rrbracket_{N} \bar{v}-\llbracket w \rrbracket_{N} \cdot \overline{\nabla v}\right) \mathrm{d} S+\int_{\mathcal{F}_{h}^{B}}\left(\nabla_{h} w \cdot \mathbf{n}+i \omega w\right) \bar{v} \mathrm{~d} S\right| \\
& \leq \\
& \sum_{f \in \mathcal{F}_{h}^{I}}\left(\left\|\beta^{1 / 2} \llbracket \nabla_{h} w \rrbracket_{N}\right\|_{0, f}\left\|\beta^{-1 / 2} v\right\|_{0, f}+\left\|\alpha^{1 / 2} \llbracket w \rrbracket_{N}\right\|_{0, f}\left\|\alpha^{-1 / 2} \nabla_{h} v\right\|_{0, f}\right) \\
& \\
& \quad+\sum_{f \in \mathcal{F}_{h}^{B}}\left(\left\|\delta^{1 / 2} \nabla w \cdot \mathbf{n}\right\|_{0, f}\left\|\delta^{-1 / 2} v\right\|_{0, f}+\omega^{1 / 2}\left\|\delta^{1 / 2} w\right\|_{0, f} \omega^{1 / 2}\left\|\delta^{-1 / 2} v\right\|_{0, f}\right) \\
& \leq \mid\|w\|_{\mathcal{F}_{h}}\left[\sum_{f \in \mathcal{F}_{h}^{I}}\left(\omega\left\|\beta^{-1 / 2} v\right\|_{0, f}^{2}+\omega^{-1}\left\|\alpha^{-1 / 2} \nabla_{h} v\right\|_{0, f}^{2}\right)\right. \\
& \left.\quad+\sum_{f \in \mathcal{F}_{h}^{B}} \omega\left\|\delta^{-1 / 2} v\right\|_{0, f}^{2}\right]^{1 / 2} \\
& =:
\end{aligned}
$$

Introducing, for convenience, a parameter $\gamma$ defined by $\gamma=\beta$ on interior faces and $\gamma=\delta$ on boundary faces, we have

$$
\mathcal{G}(v) \leq \sum_{K \in \mathcal{T}_{h}}\left(\omega\left\|\gamma^{-1 / 2} v\right\|_{0, \partial K}^{2}+\omega^{-1}\left\|\alpha^{-1 / 2} \nabla v\right\|_{0, \partial K}^{2}\right) .
$$
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We recall that, for any $K \in \mathcal{T}_{h}$, the trace inequality [38, Theorem 1.6.6]

$$
\begin{equation*}
\|u\|_{0, \partial K}^{2} \leq C\|u\|_{0, K}\left(h_{K}^{-1}\|u\|_{0, K}+|u|_{1, K}\right) \quad \forall u \in H^{1}(K) \tag{4.17}
\end{equation*}
$$

holds with a constant $C>0$ depending only on the "shape regularity measure" of $K$, thus on s.r. $\left(\mathcal{T}_{h}\right)$. Since $v \in H^{2}(\Omega)$, using the definition of the flux parameters, the trace estimate (4.17), the quasi-uniformity $\left(h_{K}^{-1} \leq q . u .\left(\mathcal{T}_{h}\right) h^{-1}\right)$, and the stability estimates (4.16), we can bound $\mathcal{G}(v)$ as follows:

$$
\begin{aligned}
& \mathcal{G}(v) \\
& \leq C \sum_{K \in \mathcal{T}_{h}}\left[\omega h_{K}^{-1}\|v\|_{0, K}^{2}+\omega\|v\|_{0, K}|v|_{1, K}+\omega^{-1} h_{K}^{-1}|v|_{1, K}^{2}+\omega^{-1}|v|_{1, K}|v|_{2, K}\right] \\
& \leq C\left[\operatorname{diam}(\Omega)^{2}\left(q . u \cdot\left(\mathcal{T}_{h}\right) \omega^{-1} h^{-1}+1\right)+\omega^{-1} \operatorname{diam}(\Omega)\right]\|\varphi\|_{0, \Omega}^{2} \\
& \leq C \operatorname{diam}(\Omega)^{2}\left(q \cdot u .\left(\mathcal{T}_{h}\right) \omega^{-1} h^{-1}+1\right)\|\varphi\|_{0, \Omega}^{2}
\end{aligned}
$$

(we have also used the obvious inequality $h \leq \operatorname{diam}(\Omega)$ ), with a constant $C>0$ independent of $h, p$, and $\omega$. Consequently, for all $\varphi \in L^{2}(\Omega)$, we obtain

$$
\frac{\left|(w, \varphi)_{0, \Omega}\right|}{\|\varphi\|_{0, \Omega}} \leq C \operatorname{diam}(\Omega)\left(1+\left(q \cdot u \cdot\left(\mathcal{T}_{h}\right)\right)^{1 / 2} \omega^{-1 / 2} h^{-1 / 2}\right)\| \| w \|_{\mathcal{F}_{h}},
$$

and the result readily follows.
By applying Lemma 4.3.7 to $u-u_{p} \in T\left(\mathcal{T}_{h}\right)$ we can bound the $L^{2}$-norm of the error by its $\left|\left||\cdot| \|_{\mathcal{F}_{h}}\right.\right.$-norm, like in [42].

Corollary 4.3.8. Let $u$ be the analytical solution to (4.1) and let $u_{p}$ be the $T D G$ solution. Then, there exists a constant $C>0$ independent of $h, \omega$, $V_{p}\left(\mathcal{T}_{h}\right)$, and $u$ such that

$$
\begin{equation*}
\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left(1+\omega^{-1 / 2} h^{-1 / 2}\right)\left|\left\|u-u_{p} \mid\right\|_{\mathcal{F}_{h}} .\right. \tag{4.18}
\end{equation*}
$$

Remark 4.3.9. The convexity assumption used in this section might be relaxed to any domain $\Omega$ that allows the stability estimates (4.16); here the seminorm $|v|_{2, \Omega}$ can be substituted by the weaker $|v|_{3 / 2+\eta, \Omega}$ for some $\eta>0$. See Theorem 5.5.5 for a similar result in the Maxwell setting.

### 4.4. Error estimates for the PWDG method

If the Trefftz discrete space $V_{p}\left(\mathcal{T}_{h}\right)$ is constituted by plane wave functions, we denote the particular TDG method obtained as plane wave discontinuous Galerkin (PWDG) method.
We fix $p$ different propagation directions $\left\{\mathbf{d}_{\ell}\right\}_{\ell=1, \ldots, p} \subset \mathbb{S}^{N-1}, p \in \mathbb{N}$, and set $V_{p}(K)$ equal to

$$
P W_{\omega, p}(K):=\left\{\sum_{\ell=1}^{p} \alpha_{\ell} e^{i \omega \mathbf{x} \cdot \mathbf{d}_{\ell}}, \alpha_{\ell} \in \mathbb{C}\right\} \quad \forall K \in \mathcal{T}_{h}
$$

consequently $V_{p}\left(\mathcal{T}_{h}\right)$ corresponds to

$$
P W_{\omega, p}\left(\mathcal{T}_{h}\right):=\left\{v_{p} \in L^{2}(\Omega):\left.v_{p}\right|_{K} \in P W_{\omega, p}(K) \forall K \in \mathcal{T}_{h}\right\} .
$$

Note that $p$ is the spectral discretization parameter, i.e., the dimension of the local trial space. Of course, a different set of directions could be chosen for each mesh element, we use the same choice throughout the domain only for the simplicity of the presentation.
We also make the following assumptions on the mesh and the plane wave propagation directions:

- there exists $q \in \mathbb{N}, q \geq 1$, such that $p=2 q+1$ if $N=2$, and $p=(q+1)^{2}$ if $N=3$;
- if $N=2$ there exists $\delta_{\mathbf{d}} \in(0,1]$ such that the propagation directions $\left\{\mathbf{d}_{\ell}=\left(\cos \theta_{\ell}, \sin \theta_{\ell}\right)\right\}_{\ell=1, \ldots, p}$ satisfy the following condition:

$$
\min _{\substack{\ell, \ell^{\prime}=1, \ldots, p \\ \ell \neq \ell^{\prime}}}\left|\theta_{\ell}-\theta_{\ell^{\prime}}\right| \geq \frac{2 \pi}{p} \delta_{\mathbf{d}}
$$

(cf. (3.37));

- if $N=3$ the matrix $\mathbf{M}$ defined in (3.32) depending on the propagation directions is invertible and the norm $\left\|\mathbf{M}^{-1}\right\|_{1}$ grows less than exponentially with respect to its size $p$ (e.g., the directions are the optimal ones of Lemma 3.4.6 or Sloan's directions of Remark 3.4.7);
- there exist two parameters $0<\rho_{0} \leq \rho \leq 1 / 2$ such that all the elements $K \in \mathcal{T}_{h}$ (after a suitable translation) satisfy Assumption 3.1.1. For example, a shape-regular mesh with convex elements satisfies this condition with $\rho=\rho_{0}=\left(2 \text { s.r. }\left(\mathcal{T}_{h}\right)\right)^{-1}$.

The use of Assumption 3.1.1 on the elements implies that, if $N=2$, every $K \in \mathcal{T}_{h}$ satisfies the exterior cone condition (Def. 3.2.4) with a certain angle $\lambda_{K} \pi, \lambda_{K} \in(0,1]$. On the other hand, if $N=3$, for every element $K$ the analogous parameter $\lambda_{K} \in(0,1]$ has been introduced in Theorem 3.2.12 (see Remark 3.2.13). We define

$$
\begin{equation*}
\lambda_{\mathcal{T}_{h}}:=\min _{K \in \mathcal{T}_{h}} \lambda_{K} . \tag{4.19}
\end{equation*}
$$

Notice that $\lambda_{\mathcal{T}_{h}}=1$ if the elements are convex and $N=2$. This parameter will appear in the orders of convergence of the PWDG method and in the last assumption:

- if $N=3$ then $q \geq 2\left(1+2^{1 / \lambda \tau_{h}}\right)$.

Under these assumptions, the approximation estimates of Corollary 3.5.5 can be employed in every element. For every $0 \leq j \leq k+1 \in \mathbb{N}, 2 k+1 \leq q$,
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we define the values

$$
\begin{align*}
& \varepsilon_{j}:=\left(1+(\omega h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{k+1-j} \\
& \begin{cases}{\left[\left(\frac{\log (q+2)}{q}\right)^{\lambda_{h}(k+1-j)}+\frac{1+(\omega h)^{q-K+2}}{\left(c_{0}(q+1)\right)^{q / 2}}\right]} & N=2, \\
{\left[q^{-\lambda \tau_{h}(k+1-j)}+\frac{1+(\omega h)^{q-K+2}}{(\sqrt{2} \rho q)^{(q-3) / 2}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]} & N=3,\end{cases} \tag{4.20}
\end{align*}
$$

where $c_{0}$ has been defined in (3.63).
In the next lemma, we use Corollary 3.5 .5 and the trace inequality to prove best approximation estimates on the mesh skeleton and in the mesh-dependent norm $\|\|\cdot\|\|_{\mathcal{F}_{h}^{+}}$.
Lemma 4.4.1. Given $u \in T\left(\mathcal{T}_{h}\right) \cap H^{k+1}(\Omega), k \geq 1, q \geq 2 k+1$, there exists $\xi \in P W_{\omega, p}\left(\mathcal{T}_{h}\right)$ such that we have the following estimates:

$$
\begin{aligned}
\|u-\xi\|_{0, \mathcal{F}_{h}}^{2} & \leq C \varepsilon_{0}\left(\varepsilon_{0} h^{-1}+\varepsilon_{1}\right)\|u\|_{k+1, \omega, \Omega}^{2}, \\
\left\|\nabla_{h}(u-\xi)\right\|_{0, \mathcal{F}_{h}}^{2} & \leq C \varepsilon_{1}\left(\varepsilon_{1} h^{-1}+\varepsilon_{2}\right)\|u\|_{k+1, \omega, \Omega}^{2}, \\
\|u-\xi\| \|_{\mathcal{F}_{h}^{+}}^{2} & \leq C\left(\omega \varepsilon_{0}^{2} h^{-1}+\omega \varepsilon_{0} \varepsilon_{1}+\omega^{-1} \varepsilon_{1}^{2} h^{-1}+\omega^{-1} \varepsilon_{1} \varepsilon_{2}\right)\|u\|_{k+1, \omega, \Omega}^{2}
\end{aligned}
$$

with the constant $C>0$ independent of $h, p, q, \omega, k,\left\{\mathbf{d}_{\ell}\right\}$, and $u$.
Proof. We have

$$
\begin{aligned}
&\|u-\xi\|_{0, \partial K}^{2} \stackrel{(4.17)}{\leq} C\left(h_{K}^{-1}\|u-\xi\|_{0, K}^{2}+\|u-\xi\|_{0, K}|u-\xi|_{1, K}\right) \\
& \stackrel{(3.62)}{\leq} C \varepsilon_{0}\left(\varepsilon_{0} h^{-1}+\varepsilon_{1}\right)\|u\|_{k+1, \omega, K}^{2},
\end{aligned}
$$

and

$$
\begin{aligned}
&\|\nabla(u-\xi)\|_{0, \partial K}^{2} \stackrel{(4.17)}{\leq} C\left(h_{K}^{-1}|u-\xi|_{1, K}^{2}+|u-\xi|_{1, K}|u-\xi|_{2, K}\right) \\
& \stackrel{(3.62)}{\leq} C \varepsilon_{1}\left(\varepsilon_{1} h^{-1}+\varepsilon_{2}\right)\|u\|_{k+1, \omega, K}^{2}
\end{aligned}
$$

Adding over all elements gives the first two bounds in the assertion. The last bound follows from

$$
\|u-\xi\| \|_{\mathcal{F}_{h}^{+}}^{2} \leq C\left(\omega\|u-\xi\|_{0, \mathcal{F}_{h}}^{2}+\omega^{-1}\left\|\nabla_{h}(u-\xi)\right\|_{0, \mathcal{F}_{h}}^{2}\right) .
$$

Lemma 4.4.1 holds also if $u$ belongs only to the broken Trefftz-Sobolev space $T\left(\mathcal{T}_{h}\right) \cap H^{k+1}\left(\mathcal{T}_{h}\right)$, provided that the weighted $H^{k+1}(\Omega)$ norm on the righthand side of the bounds is substituted by its piecewise counterpart $H^{k+1}\left(\mathcal{T}_{h}\right)$.
Remark 4.4.2. The graphs of the factor in the last bound of Lemma 4.4.1 showed in Figure 4.1 highlight the pronounced increase of the constants for large $\omega h$ and small $p$. This is evidence of a threshold condition, that is, a minimal resolution requirement on the plane wave space before any reasonable approximation can be expected.


Figure 4.1.: Logarithmic plot of the PWDG best approximation factor for the (squared) $|||\cdot|||_{\mathcal{F}_{h}^{+- \text {norm: }}}\left(\omega \varepsilon_{0}^{2} h^{-1}+\omega \varepsilon_{0} \varepsilon_{1}+\omega^{-1} \varepsilon_{1}^{2} h^{-1}+\omega^{-1} \varepsilon_{1} \varepsilon_{2}\right)$ as proved in Lemma 4.4.1, in two (left) and three (right) dimensions. Here $\omega=1, k=5, \rho=0.25, \lambda_{\mathcal{T}_{h}}=1, h \in\{0.1,0.25,0.5,1\}$ and on the abscissas it is represented $q \in\{1, \ldots, 100\}$. For $N=2$ we use $\delta_{\mathbf{d}}=1$, i.e., the propagation directions are equispaced; for $N=3$ we assume $\left\|\mathbf{M}^{-1}\right\|_{1}=2 \sqrt{\pi} p$ as in Lemma 3.4.6.

Remark 4.4.3. The first term in the square brackets of (4.20) decays algebraically for increasing $q$ (and thus $p$ ) while the second one decays faster than exponentially. Therefore, the final estimate of Lemma 4.4.1, for large $q$, can be written as

$$
\|u-\xi\|\left\|_{\mathcal{F}_{h}^{+}} \leq C \omega^{-1 / 2} h^{k-1 / 2}\right\| u \|_{k+1, \omega, \Omega} \begin{cases}\left(\frac{\log (q+2)}{q}\right)^{\lambda_{\mathcal{T}_{h}}(k-1 / 2)} & N=2  \tag{4.21}\\ q^{-\lambda_{\mathcal{T}_{h}}(k-1 / 2)} & N=3\end{cases}
$$

where the constant $C$ depends on the product $\omega h$ as an increasing function. Due to to the first two bounds of Lemma 4.4.1, the orders of convergence are not improved when working with the weaker $\|\|\cdot\|\|_{\mathcal{F}_{h}}$-norm.

In the following theorem, we state error estimates for the PWDG method in the following energy-type norm:

$$
\|w\|_{D G}^{2}:=\| \| w\left\|_{\mathcal{F}_{h}}^{2}+\omega^{2}\right\| w \|_{0, \Omega}^{2} .
$$

## 4. Trefftz-discontinuous Galerkin method for the Helmholtz equation

Theorem 4.4.4. Under the assumptions stated in Section 4.3.1 on the numer$i$ ical fluxes and those in Section 4.4 on the mesh and on $P W_{\omega, p}\left(\mathcal{T}_{h}\right)$, with $\Omega$ convex, let $u \in H^{k+1}(\Omega)$ be the analytical solution to (4.1) and let $u_{p} \in P W_{\omega, p}\left(\mathcal{T}_{h}\right)$ be the $P W D G$ solution. If $p$ is sufficiently large, there exists a $C=C(\omega h)>0$ independent of $p$ and $u$, but depending on $\omega$ and $h$ only as an increasing function of their product $w$ h, such that

$$
\begin{align*}
\left\|u-u_{p}\right\|_{\mathcal{F}_{h}} & \leq C \omega^{-1 / 2} h^{k-1 / 2} \widehat{q}^{-\lambda \tau_{h}(k-1 / 2)}\|u\|_{k+1, \omega, \Omega},  \tag{4.22}\\
\omega\left\|u-u_{p}\right\|_{0, \Omega} & \leq C \operatorname{diam}(\Omega) h^{k-1} \widehat{q}^{-\lambda \tau_{h}(k-1 / 2)}\|u\|_{k+1, \omega, \Omega}, \tag{4.23}
\end{align*}
$$

and thus

$$
\begin{align*}
& \left\|u-u_{p}\right\|_{D G} \\
& \quad \leq C \operatorname{diam}(\Omega)^{1 / 2}\left[\omega^{-1 / 2}+\operatorname{diam}(\Omega)^{1 / 2}\right] h^{k-1} \widehat{q}^{-\lambda T_{h}(k-1 / 2)}\|u\|_{k+1, \omega, \Omega} \tag{4.24}
\end{align*}
$$

where

$$
\widehat{q}:= \begin{cases}\frac{q}{\log (q+2)} & N=2, \\ q & N=3 .\end{cases}
$$

Proof. The first two bounds follow from Proposition 4.3.6, Remark 4.4.3, and Corollary 4.3.8. The third bound is a direct consequence of the first two.

Remark 4.4.5. Using the definition of $\varepsilon_{j}$, it is easy to verify that the dependence of the constant $C$ on $\omega h$ in (4.21) and in (4.22), for large $p$, can be bounded as

$$
C(\omega h)=C\left(1+(\omega h)^{q-k+9}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h}
$$

and that in (4.23) and (4.24) as

$$
C(\omega h)=C\left(1+(\omega h)^{q-k+9+1 / 2}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho \rho \omega h\right.} .
$$

Remark 4.4.6. If we choose the flux parameters depending on $p$ and $\omega h$ in the following way:

$$
\alpha=\frac{\mathbf{a}}{\omega h} \widehat{q}, \quad \beta=\frac{\mathbf{b} \omega h}{\widehat{q}}, \quad \delta=\frac{\mathrm{d} \omega h}{\widehat{q}},
$$

with the same $\widehat{q}$ of Theorem 4.4.4, a, b and d strictly positive and independent of $h, \omega$ and $p$, again with $0<\delta \leq 1 / 2$, then the result of Lemma 4.3 .7 becomes

$$
\begin{gathered}
\|w\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left[\widehat{q}^{1 / 2}\left(\omega^{-1 / 2} h^{-1 / 2}+\omega^{-1} h^{-1}\right)+\widehat{q}^{-1 / 2}\left(1+\omega^{1 / 2} h^{1 / 2}\right)\right] \\
\cdot\|w\|\left\|\|_{\mathcal{F}_{h}}\right.
\end{gathered}
$$

and the best approximation estimate of Lemma 4.4.1 is

$$
\begin{aligned}
\|\|u-\xi\|\|_{\mathcal{F}_{h}^{+}}^{2} & \leq C\left(\left(\frac{\widehat{q}}{h}+\omega\right)\|u-\xi\|_{0, \mathcal{F}_{h}}^{2}+\frac{h}{\widehat{q}}\|\nabla(u-\xi)\|_{0, \mathcal{F}_{h}}^{2}\right) \\
& \leq C\left(\left(\frac{\widehat{q}}{h}+\omega\right)\left(h^{-1} \varepsilon_{0}^{2}+\varepsilon_{0} \varepsilon_{1}\right)+\frac{h}{\hat{q}}\left(h^{-1} \varepsilon_{1}^{2}+\varepsilon_{1} \varepsilon_{2}\right)\right)\|u\|_{k+1, \omega, \Omega}^{2}
\end{aligned}
$$

Consequently, reasoning as in Remark 4.4.3 yields the estimate

$$
\begin{aligned}
\|\|u-\xi\|\|_{\mathcal{F}_{h}^{+}} & \leq C h^{k} \widehat{q}^{-\lambda_{\mathcal{T}_{h}} k}\left(\widehat{q}^{\left(1-\lambda \mathcal{T}_{h}\right) / 2}+\widehat{q}^{\left(\lambda \mathcal{T}_{h}-1\right) / 2}\right)\|u\|_{k+1, \omega, \Omega} \\
& \leq C h^{k} \widehat{q}^{-\lambda_{\mathcal{T}_{h}}(k+1 / 2)+1 / 2}\|u\|_{k+1, \omega, \Omega}
\end{aligned}
$$

where full order $k$ for the best approximation is achieved if $\lambda_{\mathcal{T}_{h}}=1$, e.g., in two-dimensional convex elements. On the other hand, the final error bounds (see Theorem 4.4.4) for this choice of flux parameters are

$$
\begin{aligned}
\left\|u-u_{p}\right\| \|_{\mathcal{F}_{h}} & \leq C h^{k} \widehat{q}^{-\lambda \mathcal{T}_{h}}(k+1 / 2)+1 / 2\|u\|_{k+1, \omega, \Omega} \\
\omega\left\|u-u_{p}\right\|_{0, \Omega} & \leq C \operatorname{diam}(\Omega) h^{k-1} \widehat{q}^{-\lambda \mathcal{T}_{h}}(k+1 / 2)+1
\end{aligned} u\left\|_{k+1, \omega, \Omega}, ~\right\| u-u_{p}\left\|_{D G} \leq C \operatorname{diam}(\Omega) h^{k-1} \widehat{q}^{-\lambda_{\mathcal{T}_{h}}(k+1 / 2)+1}\right\| u \|_{k+1, \omega, \Omega} .
$$

Thus, the gain of half a power of $\widehat{q}$ in the best approximation estimate, with respect to the case of constant flux parameters, is compensated by a loss of half a power of $\widehat{q}$ in the result of Lemma 4.3.7. If $\lambda_{\mathcal{T}_{h}}=1$ the order of convergence in the energy-norm is the same as in the case of constant flux parameters, if $\lambda_{\mathcal{T}_{h}}<1$ then the former is lower than the latter.
Remark 4.4.7. By matching the final estimate of Theorem 4.4 .4 with the best approximation estimate (4.21), we find that the bounds in $D G$-norm feature optimal asymptotic behavior with respect to $p$, but half a power of $h$ is lost.
Remark 4.4.8. The proof of the "coercivity" result of Proposition 4.3 .3 does not involve inverse trace inequalities. This allows to choose either constant flux parameters or the variable flux parameters discussed in Remark 4.4.6, which give convergence in the energy-norm of order $\widehat{q}^{-\lambda_{\mathcal{T}_{h}}(k-1 / 2)}$ and $\widehat{q}^{-\lambda_{\mathcal{T}_{h}}(k+1 / 2)+1}$, respectively.

On the other hand, in a two-dimensional triangular shape-regular mesh $\left(\lambda_{\mathcal{T}_{h}}=1\right)$, the bound of the $L^{2}$-norm of the trace of a discrete function on the boundary of an element $K$ by the $L^{2}$-norm of the discrete function within $K$ involves a constant proportional to $q h_{K}^{-1 / 2}$ (see numerical evidence in [96, Sect. 3.2]). Therefore, the use of inverse trace inequalities would have required a choice of the flux parameters similar to the one in Remark 4.4.6, but with $q^{2}$ instead of $q / \log (q)$, resulting in a deterioration of the order of convergence of the energy norm by a factor $q \log (q)$.
Remark 4.4.9. If the function $u$ to be approximated is regular enough such that it can be extended analytically to a strictly larger domain $\Omega^{\prime} \supset \Omega$, the convergence with respect to $p$ turns out to be exponential. Indeed, the algebraic term in the assertion of Lemma 4.4.1 and Theorem 4.4.4 can be replaced with an exponential one provided by Remark 3.5.8:

$$
\left\|u-u_{p}\right\|_{D G} \leq C b^{-q}\left(\|u\|_{k+1, \omega, \Omega}+\|u\|_{L^{\infty}\left(\Omega^{\prime}\right)}\right)
$$

where $C$ is independent of $q$ and $u$, and the speed of exponential convergence $b>1$ depends on $\Omega, \mathcal{T}_{h}$, and on $d\left(\Omega, \partial \Omega^{\prime}\right)$, i.e., on how far $u$ can be extended analytically.

This fact also implies that in elements of $\mathcal{T}_{h}$ that have a positive distance from $\partial \Omega$, we always obtain exponential convergence in $p$ for the local best approximation by plane waves.

## 4. Trefftz-discontinuous Galerkin method for the Helmholtz equation

Remark 4.4.10. In Theorem 3.3.1 we have seen that the generalized harmonic polynomials have the same (or better) approximation properties of plane waves. If we replace $P W_{\omega, p}\left(\mathcal{T}_{h}\right)$ with

$$
\begin{array}{r}
G H P_{\omega, p}\left(\mathcal{T}_{h}\right):=\left\{v_{p} \in L^{2}(\Omega):\left.v_{p}\right|_{K}\right. \text { is a generalized harmonic polynomial } \\
\text { of degree at most } \left.q, \quad \forall K \in \mathcal{T}_{h}\right\},
\end{array}
$$

then we have the same estimates of Theorem 4.4.4 (of course, without the need of any assumption concerning the propagation directions). Moreover, the number of degrees of freedom involved is the same, namely $\operatorname{dim} P W_{\omega, p}\left(\mathcal{T}_{h}\right)=$ $\operatorname{dim} G H P_{\omega, p}\left(\mathcal{T}_{h}\right)=p \cdot \#\left\{K \in \mathcal{T}_{h}\right\}$.
Since the quasi-optimality estimate (4.18) does not depend on the special trial Trefftz space used, a convergence estimate holds also if plane waves and generalized harmonic polynomials are used together or separately in different elements; for example the former might be used in parts of the domain where the solution propagates in a clear direction and the latter in the parts where resonances occur. Detecting these different regions in automatic fashion requires a highly non trivial adaptive algorithm. Other problem-specific Trefftz functions, as corner solutions, could be added to these two families (cf. [186]).
Remark 4.4.11. In order to have $p$ - or $h$-convergence in the bounds of Theorem 4.4.4, the analytic solution $u$ has to belong to $H^{2}(\Omega)$. On the other hand, it is known that in a (star-shaped) non-convex, polygonal or polyhedral domain $\Omega$, the solution might present corner and edge singularities and it belongs to $H^{3 / 2+\eta}(\Omega)$ only, for some $0<\eta<1 / 2$ (see [67,100]); the duality argument of Lemma 4.3.7 can be generalized to this setting using more general trace inequalities, for example the ones of [145, Theorem A.2] (cf. (7.11)). However, in two space dimensions, the possible singularities of the solutions are known explicitly: they are "corner waves", i.e., circular waves centered at the reentrant corners with non-integer Bessel exponents which depends on the size of the corner. For a given Sobolev regularity, they constitute a finite dimensional space of Trefftz functions, thus it is possible to include them in the discrete trial and test spaces, only in the mesh elements that are adjacent to reentrant corners. Since the solution $u$ belongs to $H^{2}(\Omega)$ up to a linear combination of these functions ( $c f$. [100, Theorem 2.4.3] for the Laplace case and [23] for the Helmholtz one with Dirichlet boundary conditions), the approximation estimates for plane (or circular) waves guarantee the convergence of the scheme. This technique has already been adopted in a least squares setting in [23].
Remark 4.4.12. In Lemma 4.4.1 and in Theorem 4.4.4, for the sake of simplicity, we used the assumption of quasi-uniformity of the mesh and we took the same number of basis functions in every mesh element. In order to develop a $h p$-version of the PWDG method, a better control over the dependence of the error on the local discretization parameters is needed. Since all our approximation results are local, it turns out that such control can be achieved very easily.
In every element $K \in \mathcal{T}_{h}$ (with diameter $h_{K}$ ) we fix a local value $q_{K}$ and we denote with $p_{K}$ the dimension of the corresponding plane wave space $P W_{\omega, p_{K}}(K)$ (such that $p_{K}=2 q_{K}+1$ for $N=2$ and $p_{K}=\left(q_{K}+1\right)^{2}$ for
$N=3$ ). Then, the best approximation bounds in the assertion of Lemma 4.4.1 can easily be restated as:

$$
\begin{gathered}
\|u-\xi\|_{0, \mathcal{F}_{h}}^{2} \leq C \sum_{K \in \mathcal{T}_{h}} \varepsilon_{0, K}\left(\varepsilon_{0, K} h_{K}^{-1}+\varepsilon_{1, K}\right)\|u\|_{k+1, \omega, K}^{2} \\
\left\|\nabla_{h}(u-\xi)\right\|_{0, \mathcal{F}_{h}}^{2} \leq C \sum_{K \in \mathcal{T}_{h}} \varepsilon_{1, K}\left(\varepsilon_{1, K} h_{K}^{-1}+\varepsilon_{2, K}\right)\|u\|_{k+1, \omega, K}^{2} \\
\|\|u-\xi\|\|_{\mathcal{F}_{h}^{+}}^{2} \\
\leq C \sum_{K \in \mathcal{T}_{h}}\left(\omega \varepsilon_{0, K}^{2} h_{K}^{-1}+\omega \varepsilon_{0, K} \varepsilon_{1, K}+\omega^{-1} \varepsilon_{1, K}^{2} h_{K}^{-1}+\omega^{-1} \varepsilon_{1, K} \varepsilon_{2}\right)\|u\|_{k+1, \omega, K}^{2}
\end{gathered}
$$

where the $\varepsilon_{j, K}$ 's are equal to the $\varepsilon_{j}$ 's from (4.20), provided that $h$ and $q$ are substituted by $h_{K}$ and $q_{K}$, respectively.
The error bound in the skeleton norm (4.22) becomes

$$
\left\|\left\|u-u_{p}\right\|\right\|_{\mathcal{F}_{h}} \leq C \omega^{-1 / 2} \sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1 / 2} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K}
$$

Notice that so far we have never used the mesh quasi-uniformity. Finally, the error bounds (4.23) and (4.24), in $L^{2}$ - and $D G$-norms, can be written as

$$
\begin{gathered}
\omega\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left(\frac{q \cdot u \cdot\left(\mathcal{T}_{h}\right)}{h}\right)^{1 / 2} \sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1 / 2} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K}, \\
\left\|u-u_{p}\right\|_{D G} \leq C\left[\omega^{-1 / 2}+\operatorname{diam}(\Omega)\left(\frac{q \cdot u \cdot\left(\mathcal{T}_{h}\right)}{h}\right)^{1 / 2}\right] \\
\cdot \sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1 / 2} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K}
\end{gathered}
$$

Notice that $q \cdot u .\left(\mathcal{T}_{h}\right) / h=\left(\min _{K \in \mathcal{T}_{h}} h_{K}\right)^{-1}$. The same results hold also for generalized harmonic polynomials (see Remark 4.4.10).
These bounds might be useful in order to study a full $h p$-version of the PWDG method; other necessary ingredients are the regularity theory for the Helmholtz equation and the approximation bounds with exponential speed in $p$ for smooth solutions as the ones described in Remark 3.5.8. The final result might provide exponential convergence of the error (in the norms mentioned above) with respect to the total number of degrees of freedom involved $N_{\text {dof }}=$ $\sum_{K \in \mathcal{T}_{h}} p_{K}$, when a properly scaled mesh is chosen.

However, the presence of the factor $q \cdot u \cdot\left(\mathcal{T}_{h}\right)$ requires the use of a quasiuniform mesh. In order to employ graded meshes, a possible idea is to let the flux parameters $\alpha, \beta$ and $\delta$ depend on the local meshsize $h_{K}$.
By making explicit the dependence on the flux parameters, the bounds (4.14), (4.22) and (4.23) (with $C$ independent of $q . u .\left(\mathcal{T}_{h}\right)$ ) can be written as:

$$
\begin{aligned}
& \|w\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\|w\| \|_{\mathcal{F}_{h}} \sum_{K \in \mathcal{T}_{h}}\left(1+\omega^{-1 / 2} h_{K}^{-1 / 2}\right) \\
& \cdot\left(\left\|\alpha^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\beta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\delta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right),
\end{aligned}
$$

4. Trefftz-discontinuous Galerkin method for the Helmholtz equation

$$
\begin{aligned}
& \|\left\|u-u_{p}\right\| \|_{\mathcal{F}_{h}} \leq C \sum_{K \in \mathcal{T}_{h}}\left[\omega^{1 / 2}\left(h_{K}^{-1 / 2} \epsilon_{0, K}+\epsilon_{0, K}^{1 / 2} \epsilon_{1, K}^{1 / 2}\right)\right. \\
& \cdot\left(1+\|\alpha\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\beta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\delta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right) \\
&+\omega^{-1 / 2}\left(h_{K}^{-1 / 2} \epsilon_{1, K}+\epsilon_{1, K}^{1 / 2} \epsilon_{2, K}^{1 / 2}\right) \\
&\left.\cdot\left(\left\|\alpha^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\|\beta\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\|\delta\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right)\right]\|u\|_{k+1, \omega, K} \\
& \leq C \sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1 / 2} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K} \\
& \cdot {\left[\omega^{1 / 2} h_{K} \widehat{q}_{K}^{-\lambda_{K}}\left(1+\|\alpha\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\beta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\delta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right)\right.} \\
&\left.+\omega^{-1 / 2}\left(\left\|\alpha^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\|\beta\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\|\delta\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right)\right], \\
& \omega\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)^{\cdot}\left[\sum_{K \in \mathcal{T}_{h}} h_{K}^{-1 / 2}\left(\left\|\alpha^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\beta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\delta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right)\right] \\
& \cdot {\left[\sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1 / 2} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K}\right.} \\
& \cdot\left(\omega h_{K} \widehat{q}_{K}^{-\lambda_{K}}\left(1+\|\alpha\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\beta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\left\|\delta^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right)\right. \\
&\left.\left.\quad+\left(\left\|\alpha^{-1}\right\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\|\beta\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{I}\right)}^{1 / 2}+\|\delta\|_{L^{\infty}\left(\partial K \cap \mathcal{F}_{h}^{B}\right)}^{1 / 2}\right)\right)\right] .
\end{aligned}
$$

In the last bound the two sums are independent of each other. Therefore, the positive powers of $h_{K}$ from the second sum can not balance the negative half power coming from the first one, unless the quasi-uniformity of the mesh is assumed (as we did before) or the flux parameters are chosen appropriately. A natural choice is to take

$$
\alpha \sim \beta \sim \delta \sim \frac{h}{h_{K}} .
$$

In this case the above formulas become

$$
\begin{aligned}
\|w\|_{0, \Omega} & \leq C \operatorname{diam}(\Omega)\left(1+\omega^{-1 / 2} h^{-1 / 2}\right)\| \| w \|_{\mathcal{F}_{h}}, \\
\left\|\mid u-u_{p}\right\| \|_{\mathcal{F}_{h}} & \leq C \omega^{-1 / 2} h^{1 / 2} \sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K}, \\
\omega\left\|u-u_{p}\right\|_{0, \Omega} & \leq C \operatorname{diam}(\Omega) \sum_{K \in \mathcal{T}_{h}} h_{K}^{k-1} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K} .
\end{aligned}
$$

At a first glance, all these inequalities seem to be independent of the relative sizes of the elements, but the assumption $\delta \leq 1 / 2$ needed to define the bilinear form and the $\mathcal{F}_{h} / \mathcal{F}_{h}^{+}$-norms requires the quasi-uniformity of the mesh.

If the fluxes are chosen according to

$$
\alpha^{-1} \sim \beta \sim \delta \sim \omega h_{K}
$$

(cf. Remark 4.4.6) the best approximation estimate in $\mathcal{F}_{h}$-norm improves, because every term contains the same powers of $h_{K}$ and $\omega$, but the duality procedure gives a linear dependence on $q \cdot u \cdot\left(\mathcal{T}_{h}\right)$ :

$$
\begin{gathered}
\|w\|_{0, \Omega} \leq C \operatorname{diam}(\Omega)\left(\sum_{K \in \mathcal{T}_{h}} \omega^{1 / 2} h_{K}^{1 / 2}+\omega^{-1} h_{K}^{-1}\right)\| \| w \|_{\mathcal{F}_{h}} \\
\left\|u-u_{p}\right\|\left\|_{\mathcal{F}_{h}} \leq C \sum_{K \in \mathcal{T}_{h}} h_{K}^{k} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\right\| u \|_{k+1, \omega, K} \\
\omega\left\|u-u_{p}\right\|_{0, \Omega} \leq C \operatorname{diam}(\Omega) \frac{q \cdot u \cdot\left(\mathcal{T}_{h}\right)}{h} \sum_{K \in \mathcal{T}_{h}} h_{K}^{k} \widehat{q}_{K}^{-\lambda_{K}(k-1 / 2)}\|u\|_{k+1, \omega, K}
\end{gathered}
$$

### 4.5. Error estimates in stronger norms

It would be desirable to derive an asymptotically quasi-optimal estimate of $\left\|\nabla_{h}\left(u-u_{p}\right)\right\|_{0, \Omega}$ as was achieved for the $h$-version of PWDG in [96]. The duality technique employed in our approach does not provide such estimates. We have to settle for weaker results.
Fix $q \in \mathbb{N}, q \geq 1$, and define the following $H^{1}\left(\mathcal{T}_{h}\right)$-orthogonal projection onto the space $\mathbb{P}^{q}\left(\mathcal{T}_{h}\right) \subset H^{1}(\Omega)$ of globally continuous, $\mathcal{T}_{h}$-piecewise polynomial functions of degree at most $q: \mathcal{P}: H^{1}\left(\mathcal{T}_{h}\right) \rightarrow \mathbb{P}^{q}\left(\mathcal{T}_{h}\right)$ is such that, if $w \in$ $H^{1}\left(\mathcal{T}_{h}\right)$,

$$
\mathcal{L}_{h}(\mathcal{P}(w), v)=\mathcal{L}_{h}(w, v) \quad \forall v \in \mathbb{P}^{q}\left(\mathcal{T}_{h}\right),
$$

where

$$
\mathcal{L}_{h}(w, v):=\int_{\Omega}\left(\nabla_{h} w \cdot \overline{\nabla_{h} v}+\omega^{2} w \bar{v}\right) d V \quad \forall w, v \in H^{1}\left(\mathcal{T}_{h}\right)
$$

Note that, given $w$, the computation of $\mathcal{P}$ amounts to solving a Neumann boundary value problem for $-\Delta+\omega^{2}$ by means of $q$-degree Lagrangian finite elements. Thus, in principle, $\mathcal{P}\left(u_{p}\right)$ can be obtained from the TDG solution $u_{p} \in V_{p}\left(\mathcal{T}_{h}\right)$ by means of solving a discrete positive definite second order elliptic boundary value problem in a postprocessing step.

Proposition 4.5.1. With the same assumptions as in Corollary 4.3.8, $u \in$ $H^{k+1}(\Omega)$, and $0 \leq k \leq q$, we have

$$
\begin{align*}
& \left\|\nabla\left(u-\mathcal{P}\left(u_{p}\right)\right)\right\|_{0, \Omega} \\
& \quad \leq C\left(\left(\frac{h}{q}\right)^{k}\|u\|_{k+1, \omega, \Omega}+h^{-1 / 2}\left(\operatorname{diam}(\Omega) \omega^{1 / 2}+\omega^{-1 / 2}\right)\left\|u-u_{p}\right\| \|_{\mathcal{F}_{h}}\right), \tag{4.25}
\end{align*}
$$

with $C=C(\omega h)>0$ independent of $q, V_{p}\left(\mathcal{T}_{h}\right)$, and $u$, but depending monotonically on the product $\omega h$.

## 4. Trefftz-discontinuous Galerkin method for the Helmholtz equation

Proof. By the triangle inequality, we can write

$$
\begin{equation*}
\left\|\nabla\left(u-\mathcal{P}\left(u_{p}\right)\right)\right\|_{0, \Omega} \leq\|\nabla(u-\mathcal{P}(u))\|_{0, \Omega}+\left\|\nabla\left(\mathcal{P}\left(u-u_{p}\right)\right)\right\|_{0, \Omega} . \tag{4.26}
\end{equation*}
$$

We bound the second term on the right-hand side. By the definition of $\mathcal{P}$, for all $v \in \mathbb{P}^{q}\left(\mathcal{T}_{h}\right)$, local integration by parts gives

$$
\begin{aligned}
& \mathcal{L}_{h}\left(\mathcal{P}\left(u-u_{p}\right), v\right) \\
& =\sum_{K \in \mathcal{T}_{h}} \int_{K} \nabla\left(u-u_{p}\right) \cdot \overline{\nabla v} \mathrm{~d} V+\omega^{2}\left(u-u_{p}, v\right)_{0, \Omega} \\
& =-\sum_{K \in \mathcal{T}_{h}} \int_{K} \Delta\left(u-u_{p}\right) \bar{v} \mathrm{~d} V \\
& \quad \quad+\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \nabla\left(u-u_{p}\right) \cdot \mathbf{n}_{K} \bar{v} \mathrm{~d} S+\omega^{2}\left(u-u_{p}, v\right)_{0, \Omega} \\
& =2 \omega^{2}\left(u-u_{p}, v\right)_{0, \Omega}+\int_{\mathcal{F}_{h}^{I}} \llbracket \nabla_{h}\left(u-u_{p}\right) \rrbracket_{N} \bar{v} \mathrm{~d} S+\int_{\mathcal{F}_{h}^{B}} \nabla_{h}\left(u-u_{p}\right) \cdot \mathbf{n} \bar{v} \mathrm{~d} S .
\end{aligned}
$$

Aiming for the $\left\|\|w\|_{\mathcal{F}_{h}}\right.$-norm, we use the Cauchy-Schwarz inequality and get

$$
\begin{aligned}
\mathcal{L}_{h}\left(\mathcal{P}\left(u-u_{p}\right), v\right) \leq & 2 \omega\left\|u-u_{p}\right\|_{0, \Omega} \omega\|v\|_{0, \Omega} \\
& +\omega^{-1 / 2}\left\|\beta^{1 / 2} \llbracket \nabla_{h}\left(u-u_{p}\right) \rrbracket_{N}\right\|_{0, \mathcal{F}_{h}^{I}} \omega^{1 / 2}\left\|\beta^{-1 / 2} v\right\|_{0, \mathcal{F}_{h}^{I}} \\
& +\omega^{-1 / 2}\left\|\delta^{1 / 2} \nabla_{h}\left(u-u_{p}\right) \cdot \mathbf{n}\right\|_{0, \mathcal{F}_{h}^{B}} \omega^{1 / 2}\left\|\delta^{-1 / 2} v\right\|_{0, \mathcal{F}_{h}^{B}} \\
\leq & 2 \omega\left\|u-u_{p}\right\|_{0, \Omega} \omega\|v\|_{0, \Omega} \\
& +\left\|u-u_{p}\right\|\left\|_{\mathcal{F}_{h}} \omega^{1 / 2} \max \left\{\delta^{-1 / 2}, \beta^{-1 / 2}\right\}\right\| v \|_{0, \mathcal{F}_{h}} .
\end{aligned}
$$

Now, the trace inequality (4.17) gives

$$
\begin{aligned}
\mathcal{L}_{h}\left(\mathcal{P}\left(u-u_{p}\right), v\right) \leq & 2 \omega\left\|u-u_{p}\right\|_{0, \Omega} \omega\|v\|_{0, \Omega}+C(\omega h)^{-1 / 2}\| \| u-u_{p} \mid \|_{\mathcal{F}_{h}} \\
& \cdot \max \left\{\delta^{-1 / 2}, \beta^{-1 / 2}\right\} \cdot\left(\omega\|v\|_{0, \Omega}+\omega h\|\nabla v\|_{0, \Omega}\right), \\
\leq & \left(\omega^{2}\left\|u-u_{p}\right\|_{0, \Omega}^{2}+(\omega h)^{-1}\| \| u-u_{p}\| \|_{\mathcal{F}_{h}}^{2}\right)^{1 / 2} \\
& \cdot C \max \left\{\delta^{-1 / 2}, \beta^{-1 / 2}\right\} \max \{\omega h, 1\} \\
& \cdot\left(\omega^{2}\|v\|_{0 . \Omega}^{2}+\|\nabla v\|_{0, \Omega}^{2}\right)^{1 / 2}
\end{aligned}
$$

where $C>0$ depends only on the shape-regularity of the mesh $\mathcal{T}_{h}$. Setting $v:=\mathcal{P}\left(u-u_{p}\right)$ yields the estimate

$$
\begin{aligned}
& \left\|\nabla \mathcal{P}\left(u-u_{p}\right)\right\|_{0, \Omega}^{2}+\omega^{2}\left\|\mathcal{P}\left(u-u_{p}\right)\right\|_{0, \Omega}^{2} \\
& \leq C(\min \{\delta, \beta\})^{-1} \max \{\omega h, 1\}^{2}\left(\omega^{2}\left\|u-u_{p}\right\|_{0, \Omega}^{2}+(\omega h)^{-1}\| \| u-u_{p} \|_{\mathcal{F}_{h}}^{2}\right) .
\end{aligned}
$$

We plug in the duality estimate of Corollary 4.3 .8 and allow $C>0$ to depend on an upper bound for $\omega h$ and also on the (constant) flux parameters. Thus,
we arrive at

$$
\begin{align*}
&\left\|\nabla \mathcal{P}\left(u-u_{p}\right)\right\|_{0, \Omega} \leq C\left(\omega\left\|u-u_{p}\right\|_{0, \Omega}+(\omega h)^{-1 / 2}\| \| u-u_{p}\| \|_{\mathcal{F}_{h}}\right) \\
& \stackrel{(4.18)}{\leq} C\left(\operatorname{diam}(\Omega) \omega^{1 / 2} h^{-1 / 2}+(\omega h)^{-1 / 2}\right)\left\|u-u_{p} \mid\right\|_{\mathcal{F}_{h}} \tag{4.27}
\end{align*}
$$

Further, standard error estimates for $H^{1}$-conforming Lagrangian finite element spaces [15, Sect. 4.2] provide

$$
\begin{equation*}
\|\nabla(u-\mathcal{P}(u))\|_{0, \Omega} \leq C \frac{h^{k}}{q^{k}}\|u\|_{k+1, \omega, \Omega} \tag{4.28}
\end{equation*}
$$

where $C>0$ depends on the shape-regularity of $\mathcal{T}_{h}$ and $\Omega$.
Inserting (4.27) and (4.28) into (4.26) yields the assertion of the theorem.

When Proposition 4.5.1 is applied to the PWDG method of Section 4.4 we obtain the orders of convergence in $H^{1}(\Omega)$-norm for the projection $\mathcal{P}\left(u_{p}\right)$.
Corollary 4.5.2. With the assumptions of Theorem 4.4.4, $p$ as defined in Section 4.4, and $1 \leq k \leq q$, we have

$$
\left\|\nabla\left(u-\mathcal{P}\left(u_{p}\right)\right)\right\|_{0, \Omega} \leq C\left(\operatorname{diam}(\Omega)+\omega^{-1}\right) h^{k-1} \widehat{q}^{-\lambda \tau_{h}(k-1 / 2)}\|u\|_{k+1, \omega, \Omega},
$$

with $C=C(\omega h)>0$ independent of $p$ and $u$, but depending monotonically on the product $\omega$ h.

Proof. It is enough to plug the bound (4.22) into (4.25) and use $h \leq \operatorname{diam}(\Omega)$.

### 4.6. Numerical experiments

In this section, we numerically investigate the $p$-convergence of the PWDG method for regular and singular solutions of the Helmholtz equation in 2D.
We consider a square domain $\Omega=[0,1] \times[-0.5,0.5]$, partitioned by a mesh consisting of eight triangles (see Figure 4.2, upper-left plot), so that $h=1 / \sqrt{2}$. For the time being, we fix $\omega=10$, such that an entire wavelength $\lambda=2 \pi / \omega \simeq$ 0.628 is completely contained in $\Omega$. All of the computations have been done in MATLAB, and the system matrix was computed by exact integration on the mesh skeleton.
We choose the inhomogeneous boundary conditions in such a way that the analytical solutions are the circular waves given, in polar coordinates $\mathrm{x}=$ $(r \cos \theta, r \sin \theta)$, by

$$
u(\mathbf{x})=J_{\xi}(\omega r) \cos (\xi \theta), \quad \xi \geq 0
$$

here, $J_{\xi}$ denotes the Bessel function of the first kind and order $\xi$. For $t \ll 1$, these functions behave like

$$
J_{\xi}(t) \approx \frac{1}{\Gamma(\xi+1)}\left(\frac{t}{2}\right)^{\xi} .
$$

Thus, if $\xi \in \mathbb{N}, u$ can be analytically extended to a Helmholtz solution in $\mathbb{R}^{2}$, while, if $\xi \notin \mathbb{N}$, its derivatives have a singularity at the origin. Then $u \in H^{\xi+1-\epsilon}(\Omega)$ for every $\epsilon>0$, but $u \notin H^{\xi+1}(\Omega)$ (see [99, Theorem 1.4.5.3]).


Figure 4.2.: The mesh used for the numerical experiments and the analytical solutions for $\xi=1$ (top right), $\xi=2 / 3$ (bottom left), $\xi=3 / 2$ (bottom right) and $\omega=10$.

We compute the numerical solutions in the regular case $\xi=1$ and in the singular cases $\xi=2 / 3$ and $\xi=3 / 2$. The profiles of the analytical solutions corresponding to these three cases are displayed in Figure 4.2, upper-right and lower plots.
We consider two choices of numerical fluxes: with constant parameters, as in the original ultra weak variational formulation (UWVF) of Cessenat and Despres [47] ( $\alpha=\beta=\delta=1 / 2$; dashed line in the plots), or depending on $p$, $h$, and $\omega$ as in Remark 4.4.6: $\alpha=\beta^{-1}=\delta^{-1}=\mathrm{a}_{0} p /(\omega h \log p)$, with $\mathrm{a}_{0}=10$ (PWDG from here on; dashed-dotted lines in the plots). We also plot the error of the $L^{2}$-projection of $u$ onto $P W_{\omega, p}\left(\mathcal{T}_{h}\right)$ (solid line). For every case, we compute the $L^{2}$-norm of the error, the broken $H^{1}$-seminorm and the $L^{2}$ norm of the jumps on the skeleton of the mesh. The errors are plotted in Figures 4.3-4.6.
These plots highlight three different regimes for increasing $p$ : (i) a preasymptotic region with slow convergence, (ii) a region of faster convergence, and finally, (iii) a sudden stalling of convergence, due to the impact of round-off. In fact, for high dimensional local bases, it has been observed that PWDG approaches suffer from serious ill-conditioning (see [47] and [124]), thus without


Figure 4.3.: The errors in $L^{2}$-norm, $H^{1}$-seminorm, and $L^{2}$-norm for the jumps for the regular solution $u=J_{1}(\omega r) \cos (\theta)$ plotted against $p \in$ $\{3, \ldots, 27\}$. The convergence is exponential before the onset of numerical instability, and the discretization error is very close to the $L^{2}$-projection error.


Figure 4.4.: The errors in $L^{2}$-norm for the two singular solutions $(\xi=2 / 3$ on the left and $\xi=3 / 2$ on the right) in logarithmic scale with respect to $p / \log p, p \in\{3, \ldots, 27\}$.
an appropriate preconditioning or a clever choice of the bases it is impossible to obtain meaningful results for large $p$, we refer to [124] for a discussion of this issue and a possible remedy.

With a parameter $\mathrm{a}_{0} \geq 5$ in the definition of the fluxes, such that the


Figure 4.5.: The errors in broken $H^{1}$-seminorm for the two singular solutions ( $\xi=2 / 3$ on the left and $\xi=3 / 2$ on the right) in logarithmic scale with respect to $p / \log p, p \in\{3, \ldots, 27\}$.


Figure 4.6.: The errors in $L^{2}$-norm on the skeleton for the jumps of the two singular solutions ( $\xi=2 / 3$ on the left and $\xi=3 / 2$ on the right) in logarithmic scale with respect to $p / \log p, p \in\{3, \ldots, 27\}$.
condition $\delta<1$ (and thus $1-\delta>0$ ) is satisfied for all the considered $p$, the PWDG method is slightly superior to the one with constant fluxes (UWVF) in the $L^{2}$ - and $H^{1}$-norms; the difference in the jumps norm is even more pronounced.

The most evident outcome is that, for both methods, the numerical errors are always close to $L^{2}$-approximation error of the analytical solution, that is, the $p$-version is not affected by the pollution effect (in the examples that are considered here).
The discretization error for $\xi=1$ (analytic solution) converges in all the considered norms with exponential rate (see Figure 4.3). This behavior is not a surprise: the algebraic convergence in the theoretical estimates is only due to the best approximation error and becomes exponential when the analytical solution of the problem can be extended analytically outside the domain (see Remarks 3.5 .8 and 4.4.9).
For $\xi=2 / 3$ and $\xi=3 / 2$, the solution $u$ has a singularity located in a boundary node of the mesh. It corresponds to the typical corner singularities
arising from re-entrant corners in scattering problems. In this case, as expected, the convergence is not exponential but algebraic, although the orders of convergence are not clear. In the region of faster convergence, the orders are significantly better than the ones expected from the theory; for higher $p$, numerical instability prevents us from obtaining a neat slope in the logarithmic plot. In all the considered norms, the orders of convergence are clearly better for the solution with higher Sobolev regularity (with $\xi=3 / 2, u \in H^{2}(\Omega)$ ).
By decreasing the wavenumber $\omega$, keeping the mesh fixed, we obtain a faster convergence in all the norms for both methods; see Figure 4.7. On the other hand, the instability appears for smaller $p$ because the plane waves are closer to being linearly dependent. Of course in this case the domain accommodates fewer wavelengths.

Conversely, if we increase $\omega$, again with the same mesh, the preasymptotic region becomes larger and larger (more plane waves are needed before the onset of convergence) and the instability reduces the maximum possible accuracy we can reach.


Figure 4.7.: The errors in $L^{2}$-norm for the regular solution ( $\xi=1$, on the left) and the singular one ( $\xi=2 / 3$, on the right, in logarithmic scale with respect to $p / \log p)$ for different values of $\omega(0.25,1,4,16$, 64), $p \in\{3, \ldots, 40\}$.

## Part II.

## The Maxwell equations

## 5. Stability results for the time-harmonic Maxwell equations

### 5.1. Introduction

Stability estimates of variational solutions to PDE's with stability constants which are explicit in some of the characteristic parameters are important in the theoretical analysis, and then in the design, of discretization methods. Often, discretization parameters have to be chosen in relation to the physical ones, in order to design accurate, robust, and efficient numerical methods. This is the case for time-harmonic wave propagation problems, where the choice of the discretization parameters in relation to the wavenumber is crucial. There, fundamental model problems consider bounded domains with piecewise smooth boundary and first order absorbing boundary conditions (impedance boundary conditions, IBC).
For the Helmholtz problem with IBC, stability estimates in weighted $H^{1}$ norm with explicit dependence on the wavenumber were derived in Proposition 8.1.4 of [142] in the 2D case, then extended to the 3D case, with a similar argument, in [66] and [104]; in the latter reference, the case of mixed boundary conditions was also considered. In these results, in order to use Rellich identities, the problem domain is assumed to be star-shaped with respect to a ball. A key ingredient in the proof given in [142] is the fact that the weak solution belongs to $H^{2}$, which holds true for convex or smooth domains; [66] and [104] weakened this requirement to $H^{1}$ solutions, thus to problems posed on any star-shaped polygon/polyhedron. In Section 2.1 of [75] a very powerful similar result is proved with a completely different argument, based on special decompositions of boundary integral operators; the dependence on the wavenumber is worse but the bound holds for any Lipschitz domain.
For the time-harmonic Maxwell equations with IBC, stability estimates were derived with a Fredholm-type argument in [152, Theorem 4.17]. Unfortunately, this analysis does not allow to establish how the stability constant depends on the wavenumber.
In this chapter, we consider the time-harmonic Maxwell equations with constant coefficients in bounded, uniformly star-shaped domains. In Section 5.4, stability estimates in a weighted $H$ (curl)-norm are derived. For polyhedral or smooth domains, relying on new Rellich-type identities proved in Section 5.3, we extend the argument of [142] and prove stability with constants independent of the wavenumber (see Theorem 5.4.5).
For the analysis of numerical approximations of Maxwell solutions, which relies on duality arguments, it is also interesting to derive elliptic regularity results. For this reason, in Section 5.5 (see Theorem 5.5.5), we prove that,
provided that the boundary data are in $H_{T}^{s^{\prime}}(\partial \Omega), 0<s^{\prime}<1 / 2$, the solutions reach a regularity $H^{1 / 2+s}(\operatorname{curl} ; \Omega)$, for some $0<s \leq s^{\prime}<1 / 2$, in polyhedral domains. In a convex polyhedron, the regularity is always optimal: $s=s^{\prime}<$ $1 / 2$. The constant in the stability estimates in stronger norms ( $H^{1}$ for smooth domains, $H^{1 / 2+s}$ for polyhedral domains) depends linearly on the wavenumber.
Our main reason of interest in these stability and regularity results was their application in the error analysis of Trefftz-discontinuous Galerkin approximations of the time-harmonic Maxwell equations. In fact, in Chapter 7 we will extend to the Maxwell case the theory developed in Chapter 4 for the Helmholtz problem, where uniform stability with respect to the wavenumber, together with elliptic regularity, played an essential role. Another potential application is the extension to electromagnetic waves of the norm and stability bounds of boundary integral operators for acoustic scattering derived in [53] and [182]. A few possible developments of this theory are discussed in Remark 5.5.9.
We have already presented the main results of this chapter in the paper [109], however the proof of the stability of the impedance boundary value problem (Theorem 5.4.5 here, Theorems 3.1 and 3.2 in [109]) given there is much more complicated, even if the basic tools used are the same. Here, the use of Rellichtype identities in pointwise form (see Section 5.3) and the density provided by [62] allowed to prove the final statement directly on polyhedral domains instead of resorting to an involved approximating process with smooth ones, as we did in Section 3.2 of [109]. Moreover, here we have corrected the proof of Corollary 5.5.2 (and consequently the definition of the spaces $H^{s}(\partial \Omega)$ ) that was faulty in [109]; however the final result is not affected by this modification.

### 5.2. The Maxwell boundary value problem

Let $\Omega \subset \mathbb{R}^{3}$ be an open bounded domain, which either has a $C^{2}$ boundary or is a polyhedron. We assume that
there exist a point $\mathbf{x}_{0} \in \Omega$ and a real number $\gamma>0$ for which $\Omega$ is star-shaped with respect to all points in $B_{\gamma}\left(\mathbf{x}_{0}\right)$.

For each point $\mathbf{x} \in \partial \Omega$, the open cone with vertex $\mathbf{x}$, height $\left|\mathbf{x}-\mathbf{x}_{0}\right|$ and opening angle $\theta=\arctan \left(\gamma /\left|\mathbf{x}-\mathbf{x}_{0}\right|\right)>\arctan (\gamma / \operatorname{diam}(\Omega))$ is contained in $\Omega$. This means that the domain satisfies the uniform cone condition; therefore, by [99, Theorem 1.2.2.2], $\Omega$ is Lipschitz.
We consider the following frequency-domain formulation of the Maxwell equations in terms of electric field $\mathbf{E}$ and magnetic field $\mathbf{H}$ with impedance boundary conditions in the domain $\Omega$ :

$$
\begin{cases}-i \omega \epsilon \mathbf{E}-\nabla \times \mathbf{H}=-(i \omega)^{-1} \mathbf{J} & \text { in } \Omega  \tag{5.1}\\ -i \omega \mu \mathbf{H}+\nabla \times \mathbf{E}=\mathbf{0} & \text { in } \Omega \\ \mathbf{H} \times \mathbf{n}-\vartheta(\mathbf{n} \times \mathbf{E}) \times \mathbf{n}=(i \omega)^{-1} \mathbf{g} & \text { on } \partial \Omega\end{cases}
$$

where $\omega>0$ is a fixed wavenumber, $\mathbf{J} \in H\left(\operatorname{div}^{0} ; \Omega\right)$ is related to a given current density, and $\mathbf{g} \in L_{T}^{2}(\partial \Omega)$ (see (0.3) for the definition of these spaces).

The material coefficients
$\epsilon, \mu, \vartheta \in \mathbb{R}$ are assumed to be constant with $\epsilon, \mu>0$ and $\vartheta \neq 0$.
By expressing $\mathbf{H}$ in terms of $\mathbf{E}$ using the second equation of (5.1) and by substituting it into the first equation and into the boundary condition, we obtain

$$
\begin{cases}\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}=\mathbf{J} & \text { in } \Omega  \tag{5.2}\\ \left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}-i \omega \vartheta(\mathbf{n} \times \mathbf{E}) \times \mathbf{n}=\mathbf{g} & \text { on } \partial \Omega\end{cases}
$$

We introduce the "energy space" (equipped with graph norm)

$$
\begin{equation*}
H_{\mathrm{imp}}(\operatorname{curl} ; \Omega):=\left\{\mathbf{v} \in H(\operatorname{curl} ; \Omega): \mathbf{v}_{T} \in L_{T}^{2}(\partial \Omega)\right\} \tag{5.3}
\end{equation*}
$$

where $H(\operatorname{curl} ; \Omega)$ has been defined in (0.3) and the subscript ${ }_{T}$ denotes the tangential component according to (0.4). Then the variational formulation of the Maxwell problem (5.2) reads as follows: find $\mathbf{E} \in H_{\text {imp }}(\operatorname{curl} ; \Omega)$ such that, for all $\boldsymbol{\xi} \in H_{\mathrm{imp}}(\operatorname{curl} ; \Omega)$, it holds

$$
\begin{equation*}
\mathcal{A}_{\mathcal{M}}(\mathbf{E}, \boldsymbol{\xi})=\int_{\Omega} \mathbf{J} \cdot \overline{\boldsymbol{\xi}} \mathrm{d} V+\int_{\partial \Omega} \mathbf{g} \cdot \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S \tag{5.4}
\end{equation*}
$$

where
$\mathcal{A}_{\mathcal{M}}(\mathbf{E}, \boldsymbol{\xi}):=\int_{\Omega}\left[\left(\mu^{-1} \nabla \times \mathbf{E}\right) \cdot(\overline{\nabla \times \boldsymbol{\xi}})-\omega^{2}(\epsilon \mathbf{E}) \cdot \overline{\boldsymbol{\xi}}\right] \mathrm{d} V-i \omega \int_{\partial \Omega} \vartheta \mathbf{E}_{T} \cdot \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S$.
Well-posedness of problem (5.4) in $H_{\mathrm{imp}}(\operatorname{curl} ; \Omega)$ is proved in [152, Theorem 4.17] that we report here.

Theorem 5.2.1. Under the assumptions made on $\Omega, \mathbf{J}, \mathbf{g}$ and on the material coefficients, there exists a unique $\mathbf{E} \in H_{\text {imp }}(\operatorname{curl} ; \Omega)$ with $\nabla \cdot(\epsilon \mathbf{E})=0$ solution to (5.4).

### 5.2.1. Regularity for smooth domains

It was shown in [68, Sect. 4.5.d] that in a $C^{2}$-domains, for smooth boundary data, the solution of problem (5.4) belongs to $H^{1}(\operatorname{curl} ; \Omega)$. We report here the proof for the sake of completeness.
We recall that on the boundary of a $C^{2}$-domains all the Sobolev spaces $H^{s}(\partial \Omega),-2<s<2$, and their tangential vectorial counterparts $H_{T}^{s}(\partial \Omega):=$ $\left\{\boldsymbol{\varphi} \in H^{s}(\partial \Omega)^{3}: \boldsymbol{\varphi} \cdot \mathbf{n}=0\right\}$ are well defined (see [7, p. 825]).

Lemma 5.2.2. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded $C^{2}$-domain. In addition to the assumptions made on $\mathbf{J}, \mathbf{g}$ and on the material coefficients, we assume $\mathbf{g} \in$ $H_{T}^{1 / 2}(\partial \Omega)$. Then, the solution $\mathbf{E}$ to problem (5.4) belongs to $H^{1}(\operatorname{curl} ; \Omega):=$ $\left\{\mathbf{v} \in H^{1}(\Omega)^{3}: \nabla \times \mathbf{v} \in H^{1}(\Omega)^{3}\right\}$.

Proof. Decompose $\mathbf{E}$ as

$$
\mathbf{E}=\boldsymbol{\Phi}^{0}+\nabla \psi
$$

where $\boldsymbol{\Phi}^{0} \in H^{1}(\Omega) \cap H\left(\operatorname{div}^{0} ; \Omega\right)$ and $\psi \in H^{1}(\Omega)$ (see [105, Lemma 2.4]); clearly, $\Delta \psi=0$ in $\Omega$. By using this decomposition, we can write the boundary condition in problem (5.4) by

$$
\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}-i \omega \vartheta \mathbf{\Phi}_{T}^{0}-i \omega \vartheta \nabla_{T} \psi=\mathbf{g} \quad \text { on } \partial \Omega
$$

where $\nabla_{T} \psi$ is the tangential gradient of $\psi$, i.e., $\nabla_{T} \psi:=(\mathbf{n} \times \nabla \psi) \times \mathbf{n}$.
Using the results of [39] (see also [152, eq. (3.52)]), the tangential divergence $\operatorname{div}_{T}$ of $\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}$ is well-defined, belongs to $H^{-1 / 2}(\partial \Omega)$. Moreover, $\mathbf{\Phi}_{T}^{0}, \mathbf{g} \in H^{1 / 2}(\partial \Omega)^{3}$, and thus $\operatorname{div}_{T}\left(\vartheta \mathbf{\Phi}_{T}^{0}+\mathbf{g}\right) \in H^{-1 / 2}(\partial \Omega)$. It follows that $\operatorname{div}_{T} \vartheta \nabla_{T} \psi \in H^{-1 / 2}(\partial \Omega)$ and, by an elliptic lifting theorem for the LaplaceBeltrami operator on smooth surfaces, we find $\psi \in H^{3 / 2}(\partial \Omega)$; this, together with $\Delta \psi=0$ in $\Omega$, gives $\psi \in H^{2}(\Omega)$, due to the smoothness of $\partial \Omega$, which implies $\mathbf{E} \in H^{1}(\Omega)^{3}$.

Similarly, we prove the smoothness of $\nabla \times \mathbf{E}$ : decompose $\nabla \times \mathbf{E}$ as

$$
\nabla \times \mathbf{E}=\mathbf{\Psi}^{0}+\nabla \phi
$$

where $\boldsymbol{\Psi}^{0} \in H^{1}(\Omega)^{3} \cap H\left(\operatorname{div}^{0} ; \Omega\right)$, and $\phi \in H^{1}(\Omega)$; again, $\Delta \phi=0$ in $\Omega$. The boundary condition in problem (5.4) can be written as

$$
\mu^{-1} \mathbf{\Psi}^{0} \times \mathbf{n}+\mu^{-1} \nabla \phi \times \mathbf{n}-i \omega \vartheta \mathbf{E}_{T}=\mathbf{g} \quad \text { on } \partial \Omega
$$

The tangential curl $\operatorname{curl}_{T} \mathbf{E}_{T}$ is well-defined and belongs to $H^{-1 / 2}(\partial \Omega)$. Moreover, $\boldsymbol{\Psi}^{0} \times \mathbf{n}, \mathbf{g} \in H_{T}^{1 / 2}(\partial \Omega)$. Thus, $\operatorname{curl}_{T}\left(\mu^{-1} \mathbf{\Psi}^{0} \times \mathbf{n}-\mathbf{g}\right) \in H^{-1 / 2}(\partial \Omega)$. Thus, since

$$
\operatorname{curl}_{T}\left(\mu^{-1} \nabla \phi \times \mathbf{n}\right)=-\operatorname{div}_{T}\left(\mathbf{n} \times\left(\mu^{-1} \nabla \phi \times \mathbf{n}\right)\right)=-\operatorname{div}_{T} \mu^{-1} \nabla_{T} \phi
$$

(see [152, Formula (3.15), p. 49]), we have that $\operatorname{div}_{T} \mu^{-1} \nabla_{T} \phi \in H^{-1 / 2}(\partial \Omega)$. Again, the regularity results for the Laplace-Beltrami operator confirm $\phi \in$ $H^{3 / 2}(\partial \Omega)$, which, together with $\Delta \phi=0$, gives $\phi \in H^{2}(\Omega)$, and thus $\nabla \times \mathbf{E} \in$ $H^{1}(\Omega)^{3}$.

### 5.3. Rellich identities for Maxwell's equations

The so-called Rellich-type identities are a family of formulas widely used in the theory of partial differential equations. The first specimen of this family was proved by F. Rellich in [170]. They found their main application in the analysis of the regularity of solutions of scalar elliptic PDEs in non-smooth domains, as described extensively in Chapter 5 of [159] (see also [141, p. 146 and following ones]). In the context of boundary integral equations they provided explicit bounds for the inverse of a combined integral operator in [53, Lemma 2.3] and they were used to define a new coercive operator in [182].

We will prove a new Rellich-type identity which contains the Maxwell operator. Our approach is similar to the one developed to prove wavenumberexplicit stability bounds for impedance Helmholtz boundary value problems in [142, Prop. 8.1.4] (in two dimensions), [66] (in three dimensions, also for elasticity problems) and in [104] (for mixed boundary conditions in more general
domains). The only previous identity of this kind in the context of Maxwell equations we are aware of is presented in the report [101], where unbounded penetrable dielectric media are considered.
All these identities share a common structure. Given the differential operator $\mathcal{L}$ which defines the considered PDE and a function $v$, a special multiplier $\mathcal{M} v$ is introduced. Then, the Rellich identity is often written in the form

$$
\begin{equation*}
\operatorname{Re}\{\mathcal{L} v \overline{\mathcal{M} v}\}=P+\nabla \cdot \mathbf{Q} \tag{5.5}
\end{equation*}
$$

for appropriate terms $P$ and $\mathbf{Q}$. If $v$ is a solution of the $\operatorname{PDE} \mathcal{L} v=f$ in the (sufficiently smooth) domain $\Omega$, integration by parts gives

$$
\int_{\Omega} P \mathrm{~d} V+\int_{\partial \Omega} \mathbf{Q} \cdot \mathbf{n} \mathrm{d} S=\operatorname{Re} \int_{\Omega} f \overline{\mathcal{M} v} \mathrm{~d} V
$$

(notice that this integral version is often referred to as Rellich identity). A smart choice of the multiplier $\mathcal{M} v$ may ensure that a volume norm of $v$ (contained in $\int_{\Omega} P \mathrm{~d} V$ ) is bounded by some boundary norm (contained in $\left.\int_{\partial \Omega} \mathbf{Q} \cdot \mathbf{n} \mathrm{d} S\right)$ and by the PDE datum $f$.
For example, if $\mathcal{L}=-\Delta-\omega^{2}$ is the Helmholtz operator in $N$ dimensions, the multipliers $\mathcal{M}_{1} v=v$ and $\mathcal{M}_{2} v=\mathrm{x} \cdot \nabla v$ give the identities

$$
\begin{aligned}
\operatorname{Re}\left\{\left(-\Delta v-\omega^{2} v\right) \bar{v}\right\} \stackrel{(\mathrm{A} .3)}{=} & \operatorname{Re}\left\{-\nabla \cdot((\nabla v) \bar{v})+|\nabla v|^{2}-\omega^{2}|v|^{2}\right\} \\
2 \operatorname{Re}\left\{\left(-\Delta v-\omega^{2} v\right) \overline{\mathbf{x} \cdot \nabla v}\right\}= & \nabla \cdot\left(2 \operatorname{Re}\{(\mathbf{x} \cdot \nabla v) \nabla \bar{v}\}+\left(\omega^{2}|\mathbf{v}|^{2}-|\nabla v|^{2}\right) \mathbf{x}\right) \\
& +(N-2)|\nabla v|^{2}-N \omega^{2}|v|^{2}
\end{aligned}
$$

(see [182, Lemma 2.1]). The integration of these two equations leads to a bound on the $H^{1}(\Omega)$-norm of $v$ in terms of its impedance boundary condition and the source term $f$, as in the mentioned theorems of $[66,104,142]$.
L.E. Payne and H.F. Weinberger in [163] proved analogous formulas for general elliptic operators instead of the Laplace one (see also [159, p. 245] and [141, Lemma 4.22]). In domains with unbounded boundaries (e.g., the socalled "rough surfaces"), the multipliers $x_{N} \partial v / \partial x_{N}$ and $\partial v / \partial x_{N}$ were used to prove the well-posedness of certain scattering problems; see for instance [52, Lemma 4.6] and [51, Lemma 3.3].
Finally, when $\Omega$ is the complement of a bounded domain (a common situation in scattering problems) the multipliers have to be modified to include a suitable radiation condition that ensure a sufficient decay at infinity to define all the needed integrals. In this case the obtained identities are called of Morawetz-Ludwig type and can be found in [155] and in [182, Lemma 2.2].
In the Maxwell case, we will use as multiplier the vector analogous of $\mathcal{M}_{2}$ : $\mathcal{M E}=(\nabla \times \mathbf{E}) \times \mathbf{x}$. In order to highlight the symmetry between electric and magnetic field and to keep the proofs as neat as possible we will use a multiplier for $\mathbf{E}$ and a mirror one for $\mathbf{H}$ (see Proposition 5.3.2). For a more general choice of the multiplier see Remark 5.3.5.
We begin by proving a simple vector calculus identity; the key tool is (A.12).

Lemma 5.3.1. Let $\mathbf{v}$ be a $C^{1}$ vector field with values in $\mathbb{C}^{3}$ defined in a open domain of $\mathbb{R}^{3}$. Then

$$
\begin{equation*}
2 \operatorname{Re}\{\nabla \times \mathbf{v} \cdot(\overline{\mathbf{v}} \times \mathbf{x})\}=2 \operatorname{Re}\{\nabla \cdot((\mathbf{v} \cdot \mathbf{x}) \overline{\mathbf{v}})-(\mathbf{v} \cdot \mathbf{x}) \nabla \cdot \overline{\mathbf{v}}\}-\nabla \cdot\left(|\mathbf{v}|^{2} \mathbf{x}\right)+|\mathbf{v}|^{2} \tag{5.6}
\end{equation*}
$$

Proof. We use some of the identities shown in Appendix A:

$$
\begin{aligned}
& 2 \operatorname{Re}\{\nabla \times \mathbf{v} \cdot(\overline{\mathbf{v}} \times \mathbf{x})\} \\
& \stackrel{(\mathrm{A} .5)}{=} 2 \operatorname{Re}\{\nabla \cdot(\mathbf{v} \times(\overline{\mathbf{v}} \times \mathbf{x}))+\mathbf{v} \cdot \nabla \times(\overline{\mathbf{v}} \times \mathbf{x})\} \\
& \stackrel{(\mathrm{A} .2),(\mathrm{A} .6)}{=} 2 \operatorname{Re}\left\{\nabla \cdot\left((\mathbf{v} \cdot \mathbf{x}) \overline{\mathbf{v}}-|\mathbf{v}|^{2} \mathbf{x}\right)\right. \\
& \quad+\mathbf{v} \cdot(\overline{\mathbf{v}} \nabla \cdot \mathbf{x}-\mathbf{x} \nabla \cdot \overline{\mathbf{v}}+(\mathbf{x} \cdot \nabla) \overline{\mathbf{v}}-(\overline{\mathbf{v}} \cdot \nabla) \mathbf{x})\} \\
& \stackrel{(\mathrm{A} .11)}{=} 2 \operatorname{Re}\left\{\nabla \cdot\left((\mathbf{v} \cdot \mathbf{x}) \overline{\mathbf{v}}-|\mathbf{v}|^{2} \mathbf{x}\right)+2|\mathbf{v}|^{2}-(\mathbf{v} \cdot \mathbf{x}) \nabla \cdot \overline{\mathbf{v}}+\mathbf{v} \cdot(\mathbf{x} \cdot \nabla) \overline{\mathbf{v}}\right\} \\
& \stackrel{(\mathrm{A} .12)}{=} 2 \operatorname{Re}\left\{\nabla \cdot\left((\mathbf{v} \cdot \mathbf{x}) \overline{\mathbf{v}}-|\mathbf{v}|^{2} \mathbf{x}\right)-(\mathbf{v} \cdot \mathbf{x}) \nabla \cdot \overline{\mathbf{v}}\right\}+\nabla \cdot\left(|\mathbf{v}|^{2} \mathbf{x}\right)+|\mathbf{v}|^{2} \\
& \quad=2 \operatorname{Re}\{\nabla \cdot((\mathbf{v} \cdot \mathbf{x}) \overline{\mathbf{v}})-(\mathbf{v} \cdot \mathbf{x}) \nabla \cdot \overline{\mathbf{v}}\}-\nabla \cdot\left(|\mathbf{v}|^{2} \mathbf{x}\right)+|\mathbf{v}|^{2} .
\end{aligned}
$$

Now we put this identity in relation with the Maxwell operator in the $\mathbf{E}-\mathbf{H}$ formulation (5.1); we use the coefficients $\epsilon$ and $\mu$ in order to make the summands containing both fields vanish. The result is in the form of a Rellich identity: the PDE operator is applied to the vector fields $\mathbf{E}$ and $\mathbf{H}$ and multiplied by special multipliers to obtain a divergence term summed to a positive one. The terms containing $\nabla \cdot \mathbf{E}$ and $\nabla \cdot \mathbf{H}$ will vanish as soon as the identity will be applied to solutions of Maxwell's equations. At this stage, all the manipulations are pointwise; we will integrate by parts in Section 5.4.

Proposition 5.3.2. Let $\mathbf{E}$ and $\mathbf{H}$ be $C^{1}$ vector fields with values in $\mathbb{C}^{3}$ defined in a open domain of $\mathbb{R}^{3}$. Let $\omega, \epsilon$ and $\mu$ be non-zero real numbers. Then

$$
\begin{align*}
& 2 \operatorname{Re}\{(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x})\} \\
&=2 \operatorname{Re}\{\nabla \cdot(\epsilon(\mathbf{E} \cdot \mathbf{x}) \overline{\mathbf{E}}+\mu(\mathbf{H} \cdot \mathbf{x}) \overline{\mathbf{H}})-\epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})-\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}})\} \\
& \quad-\nabla \cdot\left(\epsilon|\mathbf{E}|^{2} \mathbf{x}+\mu|\mathbf{H}|^{2} \mathbf{x}\right)+\epsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2} \tag{5.7}
\end{align*}
$$

Proof. The identity (5.7) is a simple consequence of Lemma 5.3.1:

$$
\begin{aligned}
& 2 \operatorname{Re}\{(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x})\} \\
&=2 \operatorname{Re}\{ \nabla \times \mathbf{E} \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+\nabla \times \mathbf{H} \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \\
&+i \omega \epsilon \mu(-\mathbf{H} \cdot \overline{\mathbf{E}} \times \mathbf{x}+\mathbf{E} \cdot \overline{\mathbf{H}} \times \mathbf{x})\}
\end{aligned}
$$

$$
\begin{aligned}
&(5.6)(\mathbf{A} .1) \\
&= \operatorname{Re}\{\nabla \cdot(\epsilon(\mathbf{E} \cdot \mathbf{x}) \overline{\mathbf{E}}+\mu(\mathbf{H} \cdot \mathbf{x}) \overline{\mathbf{H}}) \\
&-\epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})-\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}})\}-\nabla \cdot\left(\epsilon|\mathbf{E}|^{2} \mathbf{x}+\mu|\mathbf{H}|^{2} \mathbf{x}\right) \\
&+\epsilon|\mathbf{E}|^{2}+\mu|\mathbf{H}|^{2}-2 \omega \epsilon \mu \underbrace{\operatorname{Im}\{\underbrace{\overline{\mathbf{E} \cdot \mathbf{H} \times \mathbf{x}+\mathbf{E} \cdot \overline{\mathbf{H}} \times \mathbf{x}}\}}_{\in \mathbb{R}} .}_{=0}
\end{aligned}
$$

Remark 5.3.3. Under the hypothesis of Proposition 5.3.2, by choosing $\mathbf{H}=$ $-i(\omega \mu)^{-1} \nabla \times \mathbf{E}$ and multiplying by $\omega^{2}$, if also $\nabla \times \mathbf{E}$ is of class $C^{1}$, the Rellich identity (5.7) reads

$$
\begin{align*}
& 2 \operatorname{Re}\left\{\nabla \cdot\left(\omega^{2} \epsilon(\mathbf{E} \cdot \mathbf{x}) \overline{\mathbf{E}}+\mu^{-1}(\nabla \times \mathbf{E} \cdot \mathbf{x}) \nabla \times \overline{\mathbf{E}}\right)-\omega^{2} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})\right\} \\
&-\nabla \cdot\left(\omega^{2} \epsilon|\mathbf{E}|^{2} \mathbf{x}+\mu^{-1}|\nabla \times \mathbf{E}|^{2} \mathbf{x}\right)+\omega^{2} \epsilon|\mathbf{E}|^{2}+\mu^{-1}|\nabla \times \mathbf{E}|^{2} \\
&=2 \operatorname{Re}\left\{\left(\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}\right) \cdot(\nabla \times \overline{\mathbf{E}}) \times \mathbf{x}\right\} . \tag{5.8}
\end{align*}
$$

This formula can be put in the form of the general Rellich identity (5.5) by choosing:

$$
\begin{aligned}
\mathcal{L} \mathbf{E} & =\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}, \\
\mathcal{M} \mathbf{E} & =(\nabla \times \mathbf{E}) \times \mathbf{x}, \\
P & =\frac{1}{2} \omega^{2} \epsilon|\mathbf{E}|^{2}+\frac{1}{2} \mu^{-1}|\nabla \times \mathbf{E}|^{2}-\operatorname{Re}\left\{\omega^{2} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})\right\}, \\
\mathbf{Q} & =\operatorname{Re}\left\{\omega^{2} \epsilon(\mathbf{E} \cdot \mathbf{x}) \overline{\mathbf{E}}+\mu^{-1}(\nabla \times \mathbf{E} \cdot \mathbf{x}) \nabla \times \overline{\mathbf{E}}\right\} \\
& \quad-\frac{1}{2} \omega^{2} \epsilon|\mathbf{E}|^{2} \mathbf{x}-\frac{1}{2} \mu^{-1}|\nabla \times \mathbf{E}|^{2} \mathbf{x} .
\end{aligned}
$$

Remark 5.3.4. Equation (5.7) is true in distributional sense for $\mathbf{E}$ and $\mathbf{H}$ in $H^{1}(\Omega)^{3}$, as well as equation (5.8) is true for $\mathbf{E} \in H^{1}(\operatorname{curl} ; \Omega)$.

This is not the case for $\mathbf{E}$ and $\mathbf{H}$ merely in $L^{2}(\Omega)^{3}($ or $\mathbf{E} \in H(\operatorname{curl} ; \Omega))$ because the proof of equation (5.6) uses the product $\mathbf{v} \cdot(\mathbf{x} \cdot \nabla) \overline{\mathbf{v}}$ (where $\mathbf{v}$ represents $\mathbf{E}, \mathbf{H}$ and $\nabla \times \mathbf{E}$ ) which is not even defined in this general setting.
Remark 5.3.5. In Proposition 5.3 .2 we have used a Rellich multiplier defined through the position vector field $\mathbf{x}$. This choice guarantees (i) the positivity of the non-divergence terms in the identities (5.7) and (5.8) (called $P$ in (5.5)) and (ii) the positivity of $\mathbf{x} \cdot \mathbf{n}$ on the boundary of a star-shaped domain. Clearly this can be generalized in order to cope with more general domains. If we choose instead a $C^{1}$ vector field $\mathbf{Z}$ with values in $\mathbb{R}^{3}$, the identities (5.6), (5.7) and (5.8) become:

$$
\begin{align*}
& 2 \operatorname{Re}\{\nabla \times \mathbf{v} \cdot(\overline{\mathbf{v}} \times \mathbf{Z})\} \\
& =2 \operatorname{Re}\{\nabla \cdot((\mathbf{v} \cdot \mathbf{Z}) \overline{\mathbf{v}})-(\mathbf{v} \cdot \mathbf{Z}) \nabla \cdot \overline{\mathbf{v}}-\mathbf{v}(\overline{\mathbf{v}} \cdot \nabla) \mathbf{Z}\} \\
& \quad+|\mathbf{v}|^{2}(\nabla \cdot \mathbf{Z})-\nabla \cdot\left(|\mathbf{v}|^{2} \mathbf{Z}\right), \tag{5.9}
\end{align*}
$$

5. Stability results for the time-harmonic Maxwell equations

$$
\begin{align*}
& 2 \operatorname{Re}\{(\nabla\times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{Z})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{Z})\} \\
&=2 \operatorname{Re}\{\nabla \cdot(\epsilon(\mathbf{E} \cdot \mathbf{Z}) \overline{\mathbf{E}}+\mu(\mathbf{H} \cdot \mathbf{Z}) \overline{\mathbf{H}})-\epsilon \mathbf{E}(\overline{\mathbf{E}} \cdot \nabla) \mathbf{Z}-\mu \mathbf{H}(\overline{\mathbf{H}} \cdot \nabla) \mathbf{Z} \\
&-\epsilon(\mathbf{E} \cdot \mathbf{Z})(\nabla \cdot \overline{\mathbf{E}})-\mu(\mathbf{H} \cdot \mathbf{Z})(\nabla \cdot \overline{\mathbf{H}})\} \\
&-\nabla \cdot\left(\epsilon|\mathbf{E}|^{2} \mathbf{Z}+\mu|\mathbf{H}|^{2} \mathbf{Z}\right)+\epsilon|\mathbf{E}|^{2}(\nabla \cdot \mathbf{Z})+\mu|\mathbf{H}|^{2}(\nabla \cdot \mathbf{Z}),  \tag{5.10}\\
& 2 \operatorname{Re}\{\nabla \cdot\left(\omega^{2} \epsilon(\mathbf{E} \cdot \mathbf{Z}) \overline{\mathbf{E}}+\mu^{-1}(\nabla \times \mathbf{E} \cdot \mathbf{Z}) \nabla \times \overline{\mathbf{E}}\right)-\omega^{2} \epsilon(\mathbf{E} \cdot \mathbf{Z})(\nabla \cdot \overline{\mathbf{E}}) \\
&\left.\quad-\omega^{2} \epsilon \mathbf{E}(\overline{\mathbf{E}} \cdot \nabla) \mathbf{Z}-\mu^{-1} \nabla \times \mathbf{E}((\nabla \times \overline{\mathbf{E}}) \cdot \nabla) \mathbf{Z}\right\} \\
& \quad-\nabla \cdot\left(\omega^{2} \epsilon|\mathbf{E}|^{2} \mathbf{Z}+\mu^{-1}|\nabla \times \mathbf{E}|^{2} \mathbf{Z}\right) \\
&+\omega^{2} \epsilon|\mathbf{E}|^{2}(\nabla \cdot \mathbf{Z})+\mu^{-1}|\nabla \times \mathbf{E}|^{2}(\nabla \cdot \mathbf{Z}) \\
&=2 \operatorname{Re}\{ \left.\left(\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}\right) \cdot(\nabla \times \overline{\mathbf{E}}) \times \mathbf{Z}\right\} . \tag{5.11}
\end{align*}
$$

They can be proved as in the case of $\mathbf{Z}=\mathbf{x}$ by using (A.10) instead of (A.12) and (A.11).

If $\nabla \cdot \mathbf{E}=0$, the non-divergence terms in the last identity correspond to (the real part of) the sesquilinear form defined by the matrix $\mathcal{B}:=(\nabla \cdot \mathbf{Z}) \operatorname{Id}_{3}-2 \mathbf{D Z}$ $(\mathbf{D Z}$ being the Jacobian matrix of $\mathbf{Z})$ applied to $\omega \epsilon^{1 / 2} \mathbf{E}$ and to $\mu^{-1 / 2} \nabla \times \mathbf{E}$. Notice that in the case $\mathbf{Z}=\mathbf{x}, \mathcal{B}$ boils down to the $3 \times 3$ identity matrix $\mathrm{Id}_{3}$, thanks to (A.11). In order to obtain a useful identity when we integrate by parts these formulas, $\mathbf{Z}$ has to be chosen such that $\mathcal{B}$ is either positive or negative semidefinite in the domain and the $\operatorname{sign}$ of $\mathbf{Z} \cdot \mathbf{n}$ is constant on the boundary.

### 5.4. Stability estimates

In this section, we prove stability estimates in energy-norm for problem (5.4), with stability constants independent of the wavenumber $\omega$. We use an argument similar to the one developed in [142, Sect. 8.1] (see also [66] and [104]) for the Helmholtz problem. Before doing that, we establish the following geometric equivalence.

Lemma 5.4.1. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded, either $C^{2}$ or polyhedral domain. Then $\Omega$ is star-shaped with respect to $B_{\gamma}\left(\mathbf{x}_{0}\right)$ if and only if, for all $\mathbf{x} \in \partial \Omega$ for which $\mathbf{n}(\mathbf{x})$ is defined, $\left(\mathbf{x}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{x}) \geq \gamma$.

Proof. Set $\Gamma:=\{\mathbf{x} \in \partial \Omega: \mathbf{n}(\mathbf{x})$ is defined $\}$; our assumptions on $\Omega$ imply that $\partial \Omega \backslash \Gamma$ has zero 2 -measure.
If $\Omega$ is star-shaped with respect to $B_{\gamma}\left(\mathbf{x}_{0}\right)$ then, for all $\mathbf{x} \in \Gamma$, the tangent plane in $\mathbf{x}$ to $\partial \Omega$ does not intersects the (open) tangential cone to $\partial B_{\gamma}\left(\mathbf{x}_{0}\right)$ with vertex $\mathbf{x}$. Since $\left(\mathbf{x}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{x})$ is equal to the signed distance of $\mathbf{x}_{0}$ from the tangent plane in $\mathbf{x}$ to $\partial \Omega$, then $\left(\mathbf{x}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{x}) \geq \gamma$.

We prove the converse by contradiction; see Fig. 5.1. Assume that there exist $\mathbf{x} \in \Omega$ and $\mathbf{y} \in B_{\gamma}\left(\mathbf{x}_{0}\right)$ such that the $\operatorname{segment}(\mathbf{x}, \mathbf{y})$ is not contained in $\Omega$. Then, there exists $\mathbf{z} \in(\mathbf{x}, \mathbf{y}) \cap \partial \Omega$ such that the open segment $(\mathbf{x}, \mathbf{z})$ is


Figure 5.1.: Geometric considerations in the proof of Lemma 5.4.1.
contained in $\Omega$. (i) If $\mathbf{z} \in \Gamma$, then $\left(\mathbf{z}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{z})=(\mathbf{z}-\mathbf{y}) \cdot \mathbf{n}(\mathbf{z})+\left(\mathbf{y}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{z})$; since $(\mathbf{z}-\mathbf{y}) \cdot \mathbf{n}(\mathbf{z}) \leq 0$ and $\left(\mathbf{y}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{z})<\gamma \cdot 1$, then $\left(\mathbf{z}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{z})<\gamma$, which contradicts the assumption. (ii) If $\mathbf{z} \notin \Gamma$, there exists $\eta>0$ such that the (open, infinite) cylinder $C_{\eta}$ with axis through $\mathbf{x}$ and $\mathbf{y}$, and radius $\eta$ is such that its orthogonal sections $S_{\mathbf{x}}$ and $S_{\mathbf{y}}$ through $\mathbf{x}$ and $\mathbf{y}$, respectively, are contained in $\Omega$ and $B_{\gamma}\left(\mathbf{x}_{0}\right)$, respectively. Since $C_{\eta} \cap \Gamma$ is an open dense subset of $C_{\eta} \cap \partial \Omega$, let $\mathbf{z}^{\prime}$ be one of its points such that, defined $\mathbf{x}^{\prime}$ and $\mathbf{y}^{\prime}$ as the orthogonal projections of $\mathbf{z}^{\prime}$ onto $S_{\mathbf{x}}$ and $S_{\mathbf{y}}$, respectively, the points $\mathbf{x}^{\prime}, \mathbf{y}^{\prime}$ and $\mathbf{z}^{\prime}$ are in the same situation as the points $\mathbf{x}, \mathbf{y}$ and $\mathbf{z}$ in case (i). Then we conclude that $\left(\mathbf{z}^{\prime}-\mathbf{x}_{0}\right) \cdot \mathbf{n}\left(\mathbf{z}^{\prime}\right)<\gamma$, which contradicts the assumption.

The assertion of Lemma 5.4.1 amounts to the identity

$$
\begin{aligned}
& \sup \left\{\gamma \in \mathbb{R}: \Omega \text { is star-shaped with respect to } B_{\gamma}\left(\mathbf{x}_{0}\right)\right\} \\
& =\inf \left\{\left(\mathbf{x}-\mathbf{x}_{0}\right) \cdot \mathbf{n}(\mathbf{x}): \mathbf{x} \in \partial \Omega \text { and } \mathbf{n}(\mathbf{x}) \text { is defined }\right\}
\end{aligned}
$$

The integration on $\Omega$ of the Rellich identity (5.7) gives a new equation that relates the volume norms of $\mathbf{E}$ and $\mathbf{H}$ with their tangential and normal traces on $\partial \Omega$ and with the source term $\mathbf{J}=i \omega(\nabla \times \mathbf{H}+i \omega \in \mathbf{E})$. In Lemma 5.4.2 we prove this new formula; in Lemma 5.4.3 we exploit the star-shapedness of the domain and Lemma 5.4.1 to get rid of the normal traces.
Lemma 5.4.2. Let $\mathbf{E}$ and $\mathbf{H} \in H(\operatorname{curl} ; \Omega) \cap H(\operatorname{div} ; \Omega) \cap C^{1}(\bar{\Omega})^{3}$, where $\Omega$ is an open, bounded, Lipschitz domain. Then the following identity holds

$$
\begin{aligned}
& \left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{1 / 2} \mathbf{H}\right\|_{0, \Omega}^{2} \\
& =-2 \operatorname{Re} \int_{\partial \Omega} \epsilon\left(\mathbf{E}_{T} \cdot \mathbf{x}_{T}\right)(\overline{\mathbf{E}} \cdot \mathbf{n})+\mu\left(\mathbf{H}_{T} \cdot \mathbf{x}_{T}\right)(\overline{\mathbf{H}} \cdot \mathbf{n}) \mathrm{d} S
\end{aligned}
$$

5. Stability results for the time-harmonic Maxwell equations

$$
\begin{align*}
& +\int_{\partial \Omega} \epsilon\left(\left|\mathbf{E}_{T}\right|^{2}-\left|\mathbf{E}_{N}\right|^{2}\right)(\mathbf{x} \cdot \mathbf{n})+\mu\left(\left|\mathbf{H}_{T}\right|^{2}-\left|\mathbf{H}_{N}\right|^{2}\right)(\mathbf{x} \cdot \mathbf{n}) \mathrm{d} S \\
& +2 \operatorname{Re} \int_{\Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})+\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}}) \mathrm{d} V \\
& +2 \operatorname{Re} \int_{\Omega}(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \mathrm{d} V . \tag{5.12}
\end{align*}
$$

Proof. We remind the decomposition (0.4) in tangential and normal parts $\mathbf{v}=\mathbf{n}(\mathbf{v} \cdot \mathbf{n})+(\mathbf{n} \times \mathbf{v}) \times \mathbf{n}=\mathbf{v}_{N}+\mathbf{v}_{T}$ of the vector fields defined on $\partial \Omega$; this gives $\mathbf{v} \cdot \mathbf{x}=\mathbf{v}_{N} \cdot \mathbf{x}_{N}+\mathbf{v}_{T} \cdot \mathbf{x}_{T}$ and $|\mathbf{v}|^{2}=\left|\mathbf{v}_{N}\right|^{2}+\left|\mathbf{v}_{T}\right|^{2}$.
We integrate by parts the Rellich identity (5.7), and obtain

$$
\begin{aligned}
& \left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{1 / 2} \mathbf{H}\right\|_{0, \Omega}^{2} \\
= & -2 \operatorname{Re} \int_{\partial \Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\overline{\mathbf{E} \cdot \mathbf{n})+\mu(\mathbf{H} \cdot \mathbf{x})(\overline{\mathbf{H}} \cdot \mathbf{n}) \mathrm{d} S} \\
& +\int_{\partial \Omega} \epsilon|\mathbf{E}|^{2}(\mathbf{x} \cdot \mathbf{n})+\mu|\mathbf{H}|^{2}(\mathbf{x} \cdot \mathbf{n}) \mathrm{d} S \\
& +2 \operatorname{Re} \int_{\Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})+\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}}) \mathrm{d} V \\
& +2 \operatorname{Re} \int_{\Omega}(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \mathrm{d} V \\
= & -2 \operatorname{Re} \int_{\partial \Omega} \epsilon\left(\mathbf{E}_{T} \cdot \mathbf{x}_{T}\right)(\overline{\mathbf{E}} \cdot \mathbf{n})+\mu\left(\mathbf{H}_{T} \cdot \mathbf{x}_{T}\right)(\overline{\mathbf{H}} \cdot \mathbf{n}) \mathrm{d} S \\
& +\int_{\partial \Omega} \epsilon\left(\left|\mathbf{E}_{T}\right|^{2}-\left|\mathbf{E}_{N}\right|^{2}\right)(\mathbf{x} \cdot \mathbf{n})+\mu\left(\left|\mathbf{H}_{T}\right|^{2}-\left|\mathbf{H}_{N}\right|^{2}\right)(\mathbf{x} \cdot \mathbf{n}) \mathrm{d} S \\
& +2 \operatorname{Re} \int_{\Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})+\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}}) \mathrm{d} V \\
& +2 \operatorname{Re} \int_{\Omega}(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \mathrm{d} V .
\end{aligned}
$$

Lemma 5.4.3. Let $\Omega$ be an open, bounded, either $C^{2}$ or polyhedral domain, which is star-shaped with respect to the ball $B_{\gamma}(\mathbf{0}), \omega, \epsilon$ and $\mu$ be positive numbers, and let $\mathbf{E}$ and $\mathbf{H}$ be vector fields in $H_{\text {imp }}(\operatorname{curl} ; \Omega) \cap H(\operatorname{div} ; \Omega)$. Then the following bound holds

$$
\begin{align*}
& \left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{1 / 2} \mathbf{H}\right\|_{0, \Omega}^{2} \\
& \leq \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma}\left(\left\|\epsilon^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2}+\left\|\mu^{1 / 2} \mathbf{H}_{T}\right\|_{0, \partial \Omega}^{2}\right) \\
& \quad+2\left|\int_{\Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})+\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}}) \mathrm{d} V\right| \\
& \quad+2\left|\int_{\Omega}(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \mathrm{d} V\right| \tag{5.13}
\end{align*}
$$

Proof. The theorem proved in [62] states that the space of smooth vector fields $C^{\infty}(\bar{\Omega})^{3}$ is dense in $H_{\text {imp }}(\operatorname{curl} ; \Omega) \cap H(\operatorname{div} ; \Omega)$ for every bounded, Lipschitz $\Omega$ (see also [152, Theorem 3.54] and [26] for similar results). This is a deep result based on the regularity theory for the Laplace equation. This density gives us the possibility to assume that $\mathbf{E}$ and $\mathbf{H}$ are $C^{1}(\bar{\Omega})^{3}$ vector fields.

We use the weighted Young inequality $2 a b \leq a^{2} / \varepsilon+\varepsilon b^{2}$ (here $\varepsilon=\mathbf{x} \cdot \mathbf{n}$ ) and the result of Lemma 5.4.1, i.e., $\mathbf{x} \cdot \mathbf{n}(\mathbf{x}) \geq \gamma>0$ on $\partial \Omega$, in the identity (5.12):

$$
\begin{aligned}
&\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{1 / 2} \mathbf{H}\right\|_{0, \Omega}^{2} \\
& \leq \int_{\partial \Omega} \epsilon\left(\left|\mathbf{E}_{T}\right|^{2} \frac{\left|\mathbf{x}_{T}\right|^{2}}{\mathbf{x} \cdot \mathbf{n}}+\left|\mathbf{E}_{N}\right|^{2}(\mathbf{x} \cdot \mathbf{n})+\left|\mathbf{E}_{T}\right|^{2}(\mathbf{x} \cdot \mathbf{n})-\left|\mathbf{E}_{N}\right|^{2}(\mathbf{x} \cdot \mathbf{n})\right) \mathrm{d} S \\
&+\int_{\partial \Omega} \mu\left(\left|\mathbf{H}_{T}\right|^{2} \frac{\left|\mathbf{x}_{T}\right|^{2}}{\mathbf{x} \cdot \mathbf{n}}+\left|\mathbf{H}_{N}\right|^{2}(\mathbf{x} \cdot \mathbf{n})+\left|\mathbf{H}_{T}\right|^{2}(\mathbf{x} \cdot \mathbf{n})-\left|\mathbf{H}_{N}\right|^{2}(\mathbf{x} \cdot \mathbf{n})\right) \mathrm{d} S \\
&+2\left|\int_{\Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})+\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}}) \mathrm{d} V\right| \\
&+2\left|\int_{\Omega}(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \mathrm{d} V\right| \\
& \leq \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma} \int_{\partial \Omega} \epsilon\left|\mathbf{E}_{T}\right|^{2}+\mu\left|\mathbf{H}_{T}\right|^{2} \mathrm{~d} S \\
&+2\left|\int_{\Omega} \epsilon(\mathbf{E} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{E}})+\mu(\mathbf{H} \cdot \mathbf{x})(\nabla \cdot \overline{\mathbf{H}}) \mathrm{d} V\right| \\
&+2\left|\int_{\Omega}(\nabla \times \mathbf{E}-i \omega \mu \mathbf{H}) \cdot(\epsilon \overline{\mathbf{E}} \times \mathbf{x})+(\nabla \times \mathbf{H}+i \omega \epsilon \mathbf{E}) \cdot(\mu \overline{\mathbf{H}} \times \mathbf{x}) \mathrm{d} V\right|
\end{aligned}
$$

because $\left(\left|\mathbf{x}_{T}\right|^{2}+(\mathbf{x} \cdot \mathbf{n})^{2}\right) / \mathbf{x}_{N}=\left(\left|\mathbf{x}_{T}\right|^{2}+\left|\mathbf{x}_{N}\right|^{2}\right) / \mathbf{x}_{N}=|\mathbf{x}|^{2} / \mathbf{x}_{N} \leq \operatorname{diam}(\Omega)^{2} / \gamma$.

Remark 5.4.4. If we choose $\mathbf{H}=-i(\omega \mu)^{-1} \nabla \times \mathbf{E}$ (as in Remark 5.3.3) and we assume $\nabla \cdot \mathbf{E}=0$, the integral identity of Lemma 5.4.2 and the bound of Lemma 5.4.3 read

$$
\begin{aligned}
& \omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega}^{2} \\
& =-2 \operatorname{Re} \int_{\partial \Omega} \omega^{2} \epsilon\left(\mathbf{E}_{T} \cdot \mathbf{x}_{T}\right)(\overline{\mathbf{E}} \cdot \mathbf{n})+\mu^{-1}\left((\nabla \times \mathbf{E})_{T} \cdot \mathbf{x}_{T}\right)(\nabla \times \overline{\mathbf{E}} \cdot \mathbf{n}) \mathrm{d} S \\
& +\int_{\partial \Omega} \omega^{2} \epsilon\left(\left|\mathbf{E}_{T}\right|^{2}-\left|\mathbf{E}_{N}\right|^{2}\right)(\mathbf{x} \cdot \mathbf{n})+\mu^{-1}\left(\left|(\nabla \times \mathbf{E})_{T}\right|^{2}-\left|(\nabla \times \mathbf{E})_{N}\right|^{2}\right)(\mathbf{x} \cdot \mathbf{n}) \mathrm{d} S \\
& +2 \operatorname{Re} \int_{\Omega}\left(\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}\right) \cdot(\nabla \times \overline{\mathbf{E}}) \times \mathbf{x} \mathrm{d} V
\end{aligned}
$$

and

$$
\begin{aligned}
& \omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega}^{2} \\
& \leq \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma}\left(\left\|\epsilon^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2}+\left\|\mu^{-1 / 2}(\nabla \times \mathbf{E})_{T}\right\|_{0, \partial \Omega}^{2}\right)
\end{aligned}
$$

5. Stability results for the time-harmonic Maxwell equations

$$
\begin{equation*}
+2\left|\int_{\Omega}\left(\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}\right) \cdot(\nabla \times \overline{\mathbf{E}}) \times \mathbf{x} \mathrm{d} V\right| \tag{5.14}
\end{equation*}
$$

respectively.
We are now ready to prove our stability result. We may notice that so far we have not used the impedance boundary condition: all the previous results hold for any Maxwell boundary value problem. Now the boundary condition defined in (5.2) will be crucial.

Theorem 5.4.5. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded either $C^{2}$ or polyhedral domain which is star-shaped with respect to $B_{\gamma}\left(\mathbf{x}_{0}\right)$, and let $\mathbf{J}, \mathbf{g}$ and the material coefficients satisfy the assumptions made in Section 5.2. Then, there exist two positive constants $C_{1}, C_{2}$ independent of $\omega$, but depending on $\operatorname{diam}(\Omega), \gamma, \vartheta$, $\epsilon$ and $\mu$, such that, if $\mathbf{E}$ is the solution to (5.4),

$$
\begin{equation*}
\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega}+\omega\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega} \leq C_{1}\|\mathbf{J}\|_{0, \Omega}+C_{2}\|\mathbf{g}\|_{0, \partial \Omega} \tag{5.15}
\end{equation*}
$$

Moreover, there exist two positive constants $C_{3}$ and $C_{4}$ independent of $\omega$, but depending on $\operatorname{diam}(\Omega), \gamma, \vartheta, \epsilon$ and $\mu$, such that

$$
\begin{equation*}
\omega\left\||\vartheta|^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega} \leq C_{3}\|\mathbf{J}\|_{0, \Omega}+C_{4}\|\mathbf{g}\|_{0, \partial \Omega} \tag{5.16}
\end{equation*}
$$

Proof. We assume, with no loss of generality, that $\mathbf{x}_{0}=\mathbf{0}$. Taking the imaginary part of $\mathcal{A}_{\mathcal{M}}(\mathbf{E}, \mathbf{E})$ and using the Young inequality give
$\omega\left\||\vartheta|^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2} \leq\left|\int_{\Omega} \mathbf{J} \cdot \overline{\mathbf{E}} \mathrm{d} V\right|+\frac{\omega^{-1}}{2}\left\||\vartheta|^{-1 / 2} \mathbf{g}\right\|_{0, \partial \Omega}^{2}+\frac{\omega}{2}\left\||\vartheta|^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2}$,
from which

$$
\begin{equation*}
\omega^{2}\left\||\vartheta|^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2} \leq 2 \omega\left|\int_{\Omega} \mathbf{J} \cdot \overline{\mathbf{E}} \mathrm{d} V\right|+\left\||\vartheta|^{-1 / 2} \mathbf{g}\right\|_{0, \partial \Omega}^{2} \tag{5.17}
\end{equation*}
$$

From Theorem 5.2.1, we see that the hypothesis of Lemma 5.4.3 hold true and $\nabla \cdot \mathbf{E}=0$, thus we can use the bound (5.14) together with the impedance boundary condition, the Cauchy-Schwarz and the weighted Young inequality:

$$
\begin{aligned}
& \omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega}^{2} \\
& \begin{array}{l}
\stackrel{(5.14)}{\leq} \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma}\left(\omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2}+\left\|\mu^{-1 / 2}(\nabla \times \mathbf{E})_{T}\right\|_{0, \partial \Omega}^{2}\right) \\
\\
\quad+2\left|\int_{\Omega} \mathbf{J} \cdot(\nabla \times \overline{\mathbf{E}}) \times \mathbf{x} \mathrm{d} V\right|_{0} \\
\stackrel{(5.2)}{\leq} \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma}\left(\omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2}+\omega^{2}\left\|\mu^{1 / 2} \vartheta \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2}+\left\|\mu^{1 / 2} \mathbf{g}\right\|_{0, \partial \Omega}^{2}\right) \\
\\
\quad+2(\operatorname{diam}(\Omega))\left\|\mu^{1 / 2} \mathbf{J}\right\|_{0, \Omega}\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega} \\
\stackrel{(5.17)}{\leq} \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma}\left(\left.2 \omega\left(\epsilon|\vartheta|^{-1}+|\vartheta| \mu\right)\right|_{\Omega} \mathbf{J} \cdot \overline{\mathbf{E}} \mathrm{d} V \mid+\left(\epsilon|\vartheta|^{-2}+2 \mu\right)\|\mathbf{g}\|_{0, \partial \Omega}^{2}\right)
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
&+2(\operatorname{diam}(\Omega))\left\|\mu^{1 / 2} \mathbf{J}\right\|_{0, \Omega}\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega} \\
& \leq \frac{\omega^{2}}{2}\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+2 \frac{(\operatorname{diam}(\Omega))^{4}}{\epsilon \gamma^{2}}\left(\epsilon|\vartheta|^{-1}+|\vartheta| \mu\right)^{2}\|\mathbf{J}\|_{0, \Omega}^{2} \\
&+\frac{(\operatorname{diam}(\Omega))^{2}}{\gamma}\left(\epsilon|\vartheta|^{-2}+2 \mu\right)\|\mathbf{g}\|_{0, \partial \Omega}^{2} \\
&+\frac{1}{2}\left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega}^{2}+2(\operatorname{diam}(\Omega))^{2} \mu\|\mathbf{J}\|_{0, \Omega}^{2} .
\end{aligned}
$$

By moving the two terms containing $\mathbf{E}$ to the left-hand side, taking the square root and using $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for positive $a$ and $b$, we obtain the assertion (5.15) with

$$
C_{1}=2 \frac{(\operatorname{diam}(\Omega))^{2}}{\sqrt{\epsilon} \gamma}\left(\epsilon|\vartheta|^{-1}+|\vartheta| \mu\right)+2 \operatorname{diam}(\Omega) \sqrt{\mu}
$$

and

$$
C_{2}=\sqrt{2} \frac{\operatorname{diam}(\Omega)}{\sqrt{\gamma}} \sqrt{\epsilon|\vartheta|^{-2}+2 \mu} .
$$

The bound (5.16) on the trace is obtained from (5.17) using the CauchySchwarz and the weighted Young inequalities, and the stability bound (5.15):

$$
\begin{aligned}
\omega^{2}\left\||\vartheta|^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega}^{2} & \stackrel{(5.17)}{\leq}\|\mathbf{J}\|_{0, \Omega}^{2}+\omega^{2}\|\mathbf{E}\|_{0, \Omega}^{2}+|\vartheta|^{-1}\|\mathbf{g}\|_{0, \partial \Omega}^{2} \\
& \stackrel{(5.15)}{\leq}\|\mathbf{J}\|_{0, \Omega}^{2}+\epsilon^{-1}\left(C_{1}\|\mathbf{J}\|_{0, \Omega}+C_{2}\|\mathbf{g}\|_{0, \partial \Omega}\right)^{2}+|\vartheta|^{-1}\|\mathbf{g}\|_{0, \partial \Omega}^{2} \\
& \leq\left(1+2 \epsilon^{-1} C_{1}^{2}\right)\|\mathbf{J}\|_{0, \Omega}^{2}+\left(|\vartheta|^{-1}+2 \epsilon^{-1} C_{2}^{2}\right)\|\mathbf{g}\|_{0, \partial \Omega}^{2},
\end{aligned}
$$

thus the constants can be chosen as

$$
C_{3}=1+\sqrt{2} \epsilon^{-1 / 2} C_{1} \quad \text { and } \quad C_{4}=|\vartheta|^{-1 / 2}+\sqrt{2} \epsilon^{-1 / 2} C_{2} .
$$

The use of (5.15) before the Young inequality leads to a different choice of the constants:

$$
C_{3}=\epsilon^{-1 / 4} \sqrt{2 C_{1}+C_{2}} \quad \text { and } \quad C_{4}=\epsilon^{-1 / 4} \sqrt{C_{2}}+|\vartheta|^{-1 / 2} .
$$

Remark 5.4.6. In Theorems 3.2 and 3.3 of the paper [109] we proved exactly the same result of Theorem 5.4.5 here but that proof is apparently very different and more intricate. In that case the Rellich identity was not written explicitly in pointwise form but was obtained directly in integral form by using the vector multiplier $\boldsymbol{\xi}=(\nabla \times \mathbf{E}) \times \mathbf{x}$ as test function in the variational formulation (5.4) (such an approach is closer to the one of Proposition 8.1.4 of [142]). This choice required $\mathbf{E}$ to be in $H^{1}(\operatorname{curl} ; \Omega)$, thus $\Omega$ to be of class $C^{2}$, due to Lemma 5.2.2. The extension to polyhedra was then accomplished by adopting a limiting technique to approximate the problem domain with a sequence of smooth domains. The boundary value problem posed on the former was the limit of
the ones posed on the latter via a pullback. Here, a better understanding of Rellich-type identities in pointwise form and the density borrowed from [62] allowed us to avoid this procedure.

Remark 5.4.7. The assertion of Theorem 5.4.5 holds true also if $\Omega$ is not a polyhedron but is open, Lipschitz, bounded, star-shaped with respect to $B_{\gamma}\left(\mathbf{x}_{0}\right)$ and the set $\{\mathbf{x} \in \partial \Omega: \mathbf{n}(\mathbf{x})$ is not defined $\}$ has zero measure in $\partial \Omega$ (cf. Lemma 5.4.1).
Remark 5.4.8. The assumption of the star-shapedness of $\Omega$ enters the proof of the stability bound through Lemma 5.4.3. In concrete, it allows to bound the volume norms by using only the tangential parts of the traces of $\mathbf{E}$ and H. These are the most natural traces for electromagnetic problems.

In the spirit of [104], we might allow the domain $\Omega$ to be defined as $\Omega=$ $\Omega_{1} \backslash \overline{\Omega_{2}}$, with both $\Omega_{1}$ and $\Omega_{2}$ star-shaped with respect to the ball $B_{\gamma}(\mathbf{0})$ and $\overline{\Omega_{2}} \subset \Omega_{1}$. In other words, the domain contains a hole: this configuration is important since it can be used to model the scattering of an electromagnetic wave by a bounded scatterer $\Omega_{2}$. We fix the unit normal $\mathbf{n}$ to be outgoing from $\Omega$, therefore on the exterior boundary $\partial \Omega_{1}$ we have $\mathbf{x} \cdot \mathbf{n} \geq \gamma>0$ while on the interior boundary $\partial \Omega_{2}$ the converse $\mathbf{x} \cdot \mathbf{n} \leq-\gamma<0$ holds. Thus the signs of the boundary norms on $\partial \Omega_{2}$ in (5.12) are swapped and the Cauchy-Schwarz inequality has to be used in the opposite way. This leads to the bound

$$
\begin{align*}
\omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}\right\|_{0, \Omega}^{2}+ & \left\|\mu^{-1 / 2} \nabla \times \mathbf{E}\right\|_{0, \Omega}^{2} \\
\leq \frac{(\operatorname{diam}(\Omega))^{2}}{\gamma} & \left(\omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}_{T}\right\|_{0, \partial \Omega_{1}}^{2}+\left\|\mu^{-1 / 2}(\nabla \times \mathbf{E})_{T}\right\|_{0, \partial \Omega_{1}}^{2}\right.  \tag{5.18}\\
& \left.+\omega^{2}\left\|\epsilon^{1 / 2} \mathbf{E}_{N}\right\|_{0, \partial \Omega_{2}}^{2}+\left\|\mu^{-1 / 2}(\nabla \times \mathbf{E})_{N}\right\|_{0, \partial \Omega_{2}}^{2}\right) \\
\quad+2 \mid & \int_{\Omega}\left(\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}\right) \cdot(\nabla \times \overline{\mathbf{E}}) \times \mathbf{x} \mathrm{d} V \mid .
\end{align*}
$$

instead of (5.14), for every divergence-free vector field $\mathbf{E}$ in $\Omega$. This result is not satisfactory because it allows to control the solution with constants independent of the wavenumber only by using normal traces on the interior boundary, which are not commonly used in boundary conditions for electromagnetic problems. For example, Theorem 5.2.1 holds true in the domain $\Omega=\Omega_{1} \backslash \overline{\Omega_{2}}$ if a tangential Dirichlet boundary condition $\mathbf{E}_{T}=\mathbf{0}$ is imposed on $\partial \Omega_{2}$ (see [152, Theorem 4.17]).
In the same way, we might look for a "Morawetz-type" analogue of (5.13), i.e., a bound that takes into account the Silver-Müller radiation condition (cf. [160, (5.2.24-25)]) and holds in exterior domains. Again we would find a bound that involves the normal traces on $\partial \Omega$.

### 5.5. Regularity of solutions in polyhedral domains

In this section, we establish the regularity of the solutions to problem (5.4) for a Lipschitz polyhedral domain $\Omega$, when $\mathbf{g}$ possesses extra smoothness.

The definition of Sobolev spaces on the polyhedral boundary requires care. For every real number $s$, the Sobolev space $H^{s}(\Gamma)$ on a smooth $\left(C^{\infty}\right)$ manifold $\Gamma$ of dimension $N-1$ is defined via local charts that map open subsets which cover the manifold itself into domains of $\mathbb{R}^{N-1}$, see [137, Chap. 1, Sect. 7.3]. This definition is well-posed in the sense that it provides equivalent norms for different parameterizations of $\Gamma$ (see [137, p. 40]). If the manifold is not smooth but only Lipschitz, this definition is well-posed for regularity indices in the range $-1 \leq s \leq 1$ only (cf. [7, p. 825], [61, p. 614], [99, Sect. 1.3.3], [141, p. 99 and Theorems 3.20 and 3.23], [152, Sect. 3.2.1], [159, Chap. 2, Lemme 3.2] or [177, Definition 2.4.1]).

We adopt Definition 1.3.3.2 of [99] for $H^{s}(\partial \Omega)$, with $-1 \leq s \leq 1$. If $0 \leq$ $s<1$, the local chart norm is equivalent to the Sobolev-Slobodeckij norm defined via the double integral on $\partial \Omega$ in equation (1.3.3.3) of [99] (see also [152, Sect. 3.2.1] and the equivalent formula [177, (2.85)]).

We will also need more regular function spaces; in order to define them we will exploit the fact that our domain is a polyhedron, which allows definitions in a piecewise sense that are not possible on general Lipschitz domains. Denoting by $\Gamma_{j}, j=1, \ldots, m$, the flat (open) faces of $\partial \Omega$, and following [40, Sect. 2.3] we set

$$
\begin{equation*}
H^{s}(\partial \Omega):=\left\{\varphi \in H^{1}(\partial \Omega): \varphi_{\mid \Gamma_{j}} \in H^{s}\left(\Gamma_{j}\right) j=1, \ldots, m\right\} \quad \text { for } s>1, \tag{5.19}
\end{equation*}
$$

and

$$
H_{T}^{s}(\partial \Omega):=\left\{\varphi \in L_{T}^{2}(\partial \Omega): \boldsymbol{\varphi}_{\mid \Gamma_{j}} \in H^{s}\left(\Gamma_{j}\right)^{2}, j=1, \ldots, m\right\} \quad \forall s \geq 0
$$

where the faces $\Gamma_{j}$ are considered as domains in $\mathbb{R}^{2}$ in the definition of $H^{s}\left(\Gamma_{j}\right)$ and $H^{s}\left(\Gamma_{j}\right)^{2}$. Notice that in [40, eq. (16)] the space $H_{T}^{s}(\partial \Omega)$ was denoted $\mathbf{H}_{-}^{s}(\partial \Omega)$. For $s>1$, the spaces $H^{s}(\partial \Omega)$ are endowed with the norms

$$
\begin{equation*}
\|\varphi\|_{s, \partial \Omega}:=\left(\|\varphi\|_{1, \partial \Omega}^{2}+\sum_{j=1}^{m}\|\varphi\|_{s, \Gamma_{j}}^{2}\right)^{1 / 2} \quad s>1 \tag{5.20}
\end{equation*}
$$

Thanks to Corollary 1.4.4.5 of [99] for $0<s<1 / 2$ the spaces $H^{s}(\partial \Omega)$ can be defined piecewise, i.e.,

$$
\begin{equation*}
H^{s}(\partial \Omega)=\left\{\varphi \in L^{2}(\partial \Omega): \varphi_{\mid \Gamma_{j}} \in H^{s}\left(\Gamma_{j}\right), j=1, \ldots, m\right\} \quad 0<s<1 / 2 \tag{5.21}
\end{equation*}
$$

with an equivalence between the two intrinsic norms; therefore we can identify the spaces

$$
\begin{equation*}
H_{T}^{s}(\partial \Omega)=H^{s}(\partial \Omega)^{3} \cap L_{T}^{2}(\partial \Omega) \quad 0<s<1 / 2 \tag{5.22}
\end{equation*}
$$

From [39, Theorem 3.9 and Theorem 3.10] (see also [41, Theorem 4.1]), we learn that, if $\mathbf{U} \in H(\operatorname{curl} ; \Omega)$, then

$$
\begin{array}{r}
\operatorname{div}_{T}(\mathbf{U} \times \mathbf{n}) \in H^{-1 / 2}(\partial \Omega), \quad \operatorname{curl}_{T}\left(\mathbf{U}_{T}\right) \in H^{-1 / 2}(\partial \Omega),  \tag{5.23}\\
\left\|\operatorname{div}_{T}(\mathbf{U} \times \mathbf{n})\right\|_{-1 / 2, \partial \Omega} \leq C\left(\|\mathbf{U}\|_{0, \Omega}+\|\nabla \times \mathbf{U}\|_{0, \Omega}\right), \\
\left\|\operatorname{curl}_{T}\left(\mathbf{U}_{T}\right)\right\|_{-1 / 2, \partial \Omega} \leq C\left(\|\mathbf{U}\|_{0, \Omega}+\|\nabla \times \mathbf{U}\|_{0, \Omega}\right),
\end{array}
$$

## 5. Stability results for the time-harmonic Maxwell equations

where $\operatorname{curl}_{T}$ and $\operatorname{div}_{T}$ are the surface curl and the surface divergence on $\partial \Omega$, respectively, and the constant $C>0$ is independent of $\mathbf{U}$.
The identifications (5.22) and (5.21) imply the continuity of the surface (scalar) differential operators:

$$
\begin{equation*}
\operatorname{div}_{T}, \operatorname{curl}_{T}: H_{T}^{s}(\partial \Omega) \rightarrow H^{s-1}(\partial \Omega), \quad 0<s<1 / 2 . \tag{5.24}
\end{equation*}
$$

Eventually, the standard trace theorem for Sobolev spaces yields the continuity of the tangential traces (see [39, p. 11])

$$
\left\{\begin{array}{rll}
H^{1}(\Omega)^{3} & \rightarrow & H_{T}^{1 / 2}(\partial \Omega)  \tag{5.25}\\
\mathbf{U} & \mapsto & \mathbf{U}_{T}
\end{array}, \quad\left\{\begin{array}{clll}
H^{1}(\Omega)^{3} & \rightarrow & H_{T}^{1 / 2}(\partial \Omega) \\
\mathbf{U} & \mapsto & \mathbf{U} \times \mathbf{n}
\end{array} ;\right.\right.
$$

notice that these two trace operators are not surjective in $H_{T}^{1 / 2}(\partial \Omega)$ and their ranges are different (see Proposition 2.7 of [39]).
On a domain $\Omega$ with Lipschitz boundary $\partial \Omega$, Theorem 1 of [69] provides the continuity of the trace operator from $H^{s+1 / 2}(\Omega)$ to $H^{s}(\partial \Omega)$ in the range $0<s<1$ (see also Theorem 3.38 of [141]):

$$
\begin{equation*}
\left\|\Phi_{\mid \partial \Omega}\right\|_{s, \partial \Omega} \leq C\|\Phi\|_{s+1 / 2, \Omega} \quad \forall \Phi \in H^{s+1 / 2}(\Omega), \quad 0<s<1 . \tag{5.26}
\end{equation*}
$$

Moreover, the trace is surjective, thanks to Theorem 2.6.11 of [177] (see also Theorem 3.37 of [141] for the case $s \leq 1 / 2$ ):

$$
\begin{equation*}
H^{s}(\partial \Omega)=\left\{\varphi \in L^{2}(\partial \Omega): \varphi=\Phi_{\mid \partial \Omega} \text { for some } \Phi \in H^{s+1 / 2}(\Omega)\right\} \quad 0<s<1 \tag{5.27}
\end{equation*}
$$

and the norm

$$
\begin{equation*}
\varphi \mapsto \inf \left\{\|\Phi\|_{s+1 / 2, \Omega}, \Phi \in H^{s+1 / 2}(\Omega) \text { s. t. } \Phi_{\mid \partial \Omega}=\varphi\right\} \quad 0<s<1 \tag{5.28}
\end{equation*}
$$

is equivalent to the $\|\cdot\|_{s, \partial \Omega}$ norm. The trace operator is not continuous in the case $s=1$ (i.e., from $H^{3 / 2}(\Omega)$ to $H^{1}(\partial \Omega)$ ) for general Lipschitz or $C^{1}$ domains, as a consequence of the counterexamples of [127, p. 176]; on the other hand, it is continuous and surjective for domains with $C^{1,1}$ boundary (cf. [141, Theorem 3.37]). It is not clear whether this holds or not in the case of Lipschitz polyhedra.
The following proposition shows that, for $1<s \leq 3 / 2$, the spaces defined in (5.19) correspond to the traces of the usual Sobolev spaces in $\Omega$. This is a consequence of the results of $[29,30]$ and [39] in the cases $s<3 / 2$ and $s=3 / 2$, respectively. Due to (5.27), the analogous identification holds true for $0<s<1$ but it is not guaranteed for $s=1$.

Proposition 5.5.1. Let $\Omega$ be a Lipschitz polyhedron. For $1<s \leq 3 / 2$, it holds

$$
\begin{equation*}
H^{s}(\partial \Omega)=\left\{\varphi \in L^{2}(\partial \Omega): \varphi=\Phi_{\mid \partial \Omega} \text { for some } \Phi \in H^{s+1 / 2}(\Omega)\right\} \tag{5.29}
\end{equation*}
$$

The two corresponding intrinsic norms (5.20) and (5.28) are equivalent.

Proof. The case $s=3 / 2$ corresponds to Corollary 3.7 of [39].
We consider the remaining case $1<s<3 / 2$. The inclusion

$$
\left\{\varphi \in L^{2}(\partial \Omega): \varphi=\Phi_{\mid \partial \Omega} \text { for some } \Phi \in H^{s+1 / 2}(\Omega)\right\} \subseteq H^{s}(\partial \Omega)
$$

is a consequence of the trace theorem. Indeed, for $\Phi \in H^{s+1 / 2}(\Omega)$, the trace $\Phi_{\mid \partial \Omega}$ belongs to $H^{1}(\partial \Omega)$ because of [69, p. 600]. Then $\Phi_{\mid \Gamma_{j}}$ belongs to $H^{s}\left(\Gamma_{j}\right)$ because the faces $\Gamma_{j}$ are flat, thus $C^{\infty}$ instead of merely Lipschitz, therefore the $H^{s}\left(\Gamma_{j}\right)$-norm can be controlled using the $L^{2}$-norm and the tangential gradient $\nabla_{T}$ which, in turn, is controlled by the volume norm of the gradient which satisfies the vector analogue of the trace theorem (5.26) in a suitable range of Sobolev regularity indices: ${ }^{1}$

$$
\begin{align*}
& \|\Phi\|_{s, \partial \Omega} \quad \stackrel{(5.20)}{=}\left(\|\Phi\|_{1, \partial \Omega}^{2}+\sum_{j=1}^{m}\|\Phi\|_{s, \Gamma_{j}}^{2}\right)^{1 / 2} \\
& \quad \Gamma_{j}{ }^{\Gamma_{j} " c^{\prime \prime} \mathbb{R}^{2}} C\left(\|\Phi\|_{1, \partial \Omega}+\sum_{j=1}^{m}\left\|\nabla_{T} \Phi\right\|_{s-1, \Gamma_{j}}\right) \\
& \quad \stackrel{(5.22)}{\leq} C\left(\|\Phi\|_{1, \partial \Omega}+\|\nabla \Phi\|_{s-1, \partial \Omega}\right) \\
& \quad \begin{array}{ll}
{[69, \text { p. } 600],} \\
(5.26) \\
\leq
\end{array} C\left(\|\Phi\|_{s+1 / 2, \Omega}+\|\nabla \Phi\|_{s-1 / 2, \Omega}\right) \\
& \\
& \quad \leq C\|\Phi\|_{s+1 / 2, \Omega} \quad \forall \Phi \in H^{s+1 / 2}(\Omega)
\end{align*}
$$

In order to prove the inverse inclusion, we fix $\varphi \in H^{s}(\partial \Omega)$. In particular $\varphi \in H^{1}(\partial \Omega)$, therefore, if two faces $\Gamma_{j}$ and $\Gamma_{j^{\prime}}$ meets on the edge $e_{j, j^{\prime}}$, then $\varphi_{\mid \Gamma_{j}}=\varphi_{\mid \Gamma_{j^{\prime}}}$ on $e_{j, j^{\prime}}$ for every $\varphi \in H^{1}(\partial \Omega)$ (which follows either from Lemma 1.5.1.8 of [99] with a localization argument or from Green formula for Lipschitz domains, see [99, Theorem 1.5.3.1] or [159, Théorème 1.1, Chap. 1]). Moreover, $\varphi_{\mid \Gamma_{j}} \in H^{s}\left(\Gamma_{j}\right), j=1, \ldots, m$. Thus, Theorem 3.10 of [152], which is a very special case of Theorem 6.9 on page 43 of [30] (or, equivalently [29, Théorème 2]), states that $\varphi$ is a trace of a function $\Phi \in H^{s+1 / 2}(\Omega)$ and the assertion follows.
In other words, the traces of $H^{s+1 / 2}(\Omega)$ functions are characterized by $H^{s}$ regularity on every face and by some compatibility conditions on edges and vertices according to Theorem 6.9 of [30]; in particular, for $1<s<3 / 2$ the compatibility conditions are the same as for $H^{1}(\partial \Omega)$, which are already granted by our definition (5.19) of $H^{s}(\partial \Omega)$.
The equivalence between the two norms follows from the bound (5.30) and the open mapping theorem applied to the identity operator in $H^{s}(\partial \Omega)$ (see [205, p. 77]).

Thanks to Proposition 5.5.1, Corollary 5.5.2 provides a simple regularity result for the Laplace equation in the context of the spaces defined in (5.19).
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Corollary 5.5.2. Let $\Omega$ be a Lipschitz polyhedron. Then there exists $s_{\Omega}$ depending only on $\Omega, 0<s_{\Omega}<1 / 2$, such that if $\varphi$ satisfies

$$
\left\{\begin{array}{c}
-\Delta \varphi \in L^{2}(\Omega), \\
\varphi_{\mid \partial \Omega} \in H^{s}(\partial \Omega),
\end{array}\right.
$$

for some $1<s \leq 1+s_{\Omega}$, then $\varphi$ belongs to $H^{s+1 / 2}(\Omega)$. Moreover, the following bound holds

$$
\begin{equation*}
\|\varphi\|_{s+1 / 2, \Omega} \leq C\left(\|\varphi\|_{s, \partial \Omega}+\|\Delta \varphi\|_{0, \Omega}\right) . \tag{5.31}
\end{equation*}
$$

Proof. This is Theorem 3.18 of [152], since Proposition 5.5.1 identifies the spaces $H^{s}(\partial \Omega)$, for $1<s<3 / 2$, defined piecewise in (5.19) and the ones defined as global traces defined in equation (3.12) of [152].

The uniqueness of the solution of the boundary value problem and the continuity of the trace (5.30) and of the Laplacian operators provide a linear continuous bijective operator

$$
\left\{\varphi \in H^{s+1 / 2}(\Omega), \Delta \varphi \in L^{2}(\Omega)\right\} \longrightarrow L^{2}(\Omega) \times H^{s}(\partial \Omega)
$$

thus the open mapping theorem (see [205, p. 77]) gives the bound (5.31).
Remark 5.5.3. The parameter $s_{\Omega}$ in the previous corollary is described in Corollary 18.15 of [67].

Whenever the domain $\Omega$ is convex, Corollary 18.18 of [ 67 ] applies and Corollary 5.5.2 holds for every $1<s<3 / 2$.
A last elliptic regularity result will be instrumental in the treatment of Maxwell solutions: it concerns the Laplace-Beltrami operator $\Delta_{T}=\operatorname{div}_{T} \nabla_{T}$, where $\nabla_{T}$ denotes the tangential gradient, and is stated in [40, Theorem 8]; we report it here, for the sake of completeness.

Lemma 5.5.4. For any bounded Lipschitz polyhedral domain, there is a $0<$ $s^{*} \leq 1$ depending only on the shape of $\partial \Omega$ in neighborhoods of vertices, such that

$$
\begin{gathered}
\quad \Delta_{T} \psi \in H^{-1+s}(\partial \Omega) \text { for some } s>0 \\
\Rightarrow \quad \psi \in H^{1+s_{L B}}(\partial \Omega) \quad \forall 0<s_{L B} \leq s, s_{L B}<s^{*} .
\end{gathered}
$$

The case $s_{L B}=s$, when $s<s^{*}$, can be deduced from the proof of [40, Theorem 8]. Moreover, formula (57) in [40] shows that, whenever $\Omega$ is convex, it is possible to choose $s^{*}=1$.
We are now ready to prove the main theorem of this section, namely, a regularity result for the solutions of the Maxwell equations.

Theorem 5.5.5. Let $\Omega \subset \mathbb{R}^{3}$ be a bounded polyhedral domain which is starshaped with respect to $B_{\gamma}\left(\mathbf{x}_{0}\right)$. In addition to the assumptions made on $\mathbf{J}, \mathbf{g}$ and on the material coefficients in Section 5.2, we assume $\mathbf{g} \in H_{T}^{s_{g}}(\partial \Omega)$, with $0<s_{g}<1 / 2$. Then the solution $\mathbf{E}$ to problem (5.4) satisfies

$$
\mathbf{E} \in H^{1 / 2+s}(\Omega)^{3} \quad \text { and } \quad \nabla \times \mathbf{E} \in H^{1 / 2+s}(\Omega)^{3}
$$

for all the real parameters s such that

$$
0<s \leq \min \left\{s_{g}, s_{\Omega}\right\} \quad \text { and } \quad s<s^{*},
$$

where $s_{\Omega}$ is defined in Corollary 5.5.2 (or in [67, Corollary 18.15]), and $s^{*}$ is defined in Lemma 5.5.4 (or in [40, Theorem 8]).
Moreover, we have the following stability estimate: there is a positive constant $C$ independent of $\omega$, but depending on $s, \Omega, \gamma, \vartheta, \epsilon$ and $\mu$, such that

$$
\begin{equation*}
\|\nabla \times \mathbf{E}\|_{1 / 2+s, \Omega}+\omega\|\mathbf{E}\|_{1 / 2+s, \Omega} \leq C\left((1+\omega)\left(\|\mathbf{J}\|_{0, \Omega}+\|\mathbf{g}\|_{0, \partial \Omega}\right)+\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) . \tag{5.32}
\end{equation*}
$$

Proof. In this proof, we denote by $C$ a positive constant independent of $\omega$, but depending on $\vartheta, \Omega, \epsilon$ and $\mu$, whose value might change at each occurrence.

We start by by proving the regularity of $\mathbf{E}$, following the reasoning of $[68$, Sect. 4.5.d].
Decompose $\mathbf{E}$ as

$$
\mathbf{E}=\mathbf{\Phi}^{0}+\nabla \psi,
$$

where $\boldsymbol{\Phi}^{0} \in H^{1}(\Omega)^{3} \cap H\left(\operatorname{div}^{0} ; \Omega\right), \psi \in H^{1}(\Omega)$ and

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}^{0}\right\|_{1, \Omega}+\|\psi\|_{1, \Omega} \leq C\left(\|\mathbf{E}\|_{0, \Omega}+\|\nabla \times \mathbf{E}\|_{0, \Omega}\right) \tag{5.33}
\end{equation*}
$$

(see [105, Lemma 2.4]); clearly, $\Delta \psi=0$ in $\Omega$.
By using this decomposition, we can write the boundary condition in problem (5.1) by

$$
\begin{equation*}
\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}-i \omega \vartheta \boldsymbol{\Phi}_{T}^{0}-i \omega \vartheta \nabla_{T} \psi=\mathbf{g} \quad \text { on } \partial \Omega \tag{5.34}
\end{equation*}
$$

where $\nabla_{T} \psi$ is the tangential gradient of $\psi$ on $\partial \Omega$, i.e., $\nabla_{T} \psi:=(\mathbf{n} \times \nabla \psi) \times \mathbf{n}$.
Using (5.23), the tangential divergence $\operatorname{div}_{T}$ of $\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}$ is well-defined, belongs to $H^{-1 / 2}(\partial \Omega)$ and

$$
\begin{align*}
& \left\|\operatorname{div}_{T}\left(\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}\right)\right\|_{-1 / 2, \partial \Omega} \\
& \quad \leq C\left(\left\|\mu^{-1} \nabla \times \mathbf{E}\right\|_{0, \Omega}+\left\|\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)\right\|_{0, \Omega}\right) . \tag{5.35}
\end{align*}
$$

Since $\mathbf{g} \in H_{T}^{s_{g}}(\partial \Omega)$, (5.24) gives $\operatorname{div}_{T} \mathbf{g} \in H^{s_{g}-1}(\partial \Omega)$. Moreover, (5.25) and (5.24) imply $\operatorname{div}_{T} \boldsymbol{\Phi}_{T}^{0} \in H^{-1 / 2-\eta}(\partial \Omega)$ for all $\eta \in(0,1 / 2]$, in particular, $\operatorname{div}_{T} \boldsymbol{\Phi}_{T}^{0} \in H^{s_{g}-1}(\partial \Omega)$; they also imply the bounds

$$
\left\|\operatorname{div}_{T} \boldsymbol{\Phi}_{T}^{0}\right\|_{s_{g}-1, \partial \Omega} \leq C\left\|\boldsymbol{\Phi}_{T}^{0}\right\|_{s_{g}-1, \partial \Omega} \leq C\left\|\boldsymbol{\Phi}^{0}\right\|_{1, \partial \Omega} .
$$

From the regularities of the tangential divergence of the terms in (5.34), it follows that

$$
\operatorname{div}_{T} \vartheta \nabla_{T} \psi \in H^{s_{g}-1}(\partial \Omega)
$$

Due to the smoothness of the solutions to the Laplace-Beltrami equation provided by Lemma 5.5.4, we have that $\psi \in H^{1+s_{L B}}(\partial \Omega)$, for every $0<s_{L B} \leq s_{g}$, $s_{L B}<s^{*}$, where $s^{*}$ is defined in Lemma 5.5.4. Corollary 5.5.2 ensures that
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$\psi \in H^{3 / 2+s}(\Omega)$, for every $0<s \leq \min \left\{s_{g}, s_{\Omega}\right\}, s<s^{*}$, where $0<s_{\Omega}<1 / 2$ is given in Corollary 5.5.2 ${ }^{2}$. Moreover, the previous steps give

$$
\begin{equation*}
\|\psi\|_{3 / 2+s, \Omega} \stackrel{(5.31)}{\leq} C\|\psi\|_{1+s, \partial \Omega} \stackrel{[111, \text { eq. (2.2)] }}{\leq} C\left\|\operatorname{div}_{T} \vartheta \nabla_{T} \psi\right\|_{s_{g}-1, \partial \Omega} . \tag{5.36}
\end{equation*}
$$

From $\boldsymbol{\Phi}^{0} \in H^{1}(\Omega)^{3}$ and $\nabla \psi \in H^{1 / 2+s}(\Omega)^{3}$, we have that $\mathbf{E} \in H^{1 / 2+s}(\Omega)^{3}$. We proceed by bounding $\|\mathbf{E}\|_{1 / 2+s, \Omega}$. By the triangle inequality, we have

$$
\|\mathbf{E}\|_{1 / 2+s, \Omega} \leq\left\|\boldsymbol{\Phi}^{0}\right\|_{1 / 2+s, \Omega}+\|\nabla \psi\|_{1 / 2+s, \Omega}
$$

and we bound the two terms on the right-hand side separately.
From (5.33) and the stability bound (5.15), we obtain

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}^{0}\right\|_{1, \Omega} \leq C\left(1+\omega^{-1}\right)\left(C_{1}\|\mathbf{J}\|_{0, \Omega}+C_{2}\|\mathbf{g}\|_{0, \partial \Omega}\right) . \tag{5.37}
\end{equation*}
$$

Collecting the bounds proved so far, we obtain

$$
\begin{aligned}
&\|\nabla \psi\|_{1 / 2+s, \Omega} \stackrel{(5.36)}{\leq} C\left\|\operatorname{div}_{T} \vartheta \nabla_{T} \psi\right\|_{s_{g}-1, \partial \Omega} \\
& \stackrel{(5.34)}{\leq} C\left(\omega^{-1}\left\|\operatorname{div}_{T}\left(\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}\right)\right\|_{s_{g}-1, \partial \Omega}\right. \\
&\left.+\left\|\operatorname{div}_{T} \vartheta \Phi_{T}^{0}\right\|_{s_{g}-1, \partial \Omega}+\omega^{-1}\left\|\operatorname{div}_{T} \mathbf{g}\right\|_{s_{g}-1, \partial \Omega}\right) \\
& \stackrel{(5.24)}{\leq} C\left(\omega^{-1}\left\|\operatorname{div}_{T}\left(\left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}\right)\right\|_{-1 / 2, \partial \Omega}\right. \\
&\left.+\left\|\boldsymbol{\Phi}_{T}^{0}\right\|_{s_{g}, \partial \Omega}+\omega^{-1}\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) \\
& \stackrel{(5.35),(5.25)}{\leq} C\left(\omega^{-1}\|\nabla \times \mathbf{E}\|_{0, \Omega}+\omega^{-1}\|\nabla \times \nabla \times \mathbf{E}\|_{0, \Omega}\right. \\
&\left.+\left\|\boldsymbol{\Phi}^{0}\right\|_{1, \Omega}+\omega^{-1}\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) \\
& \stackrel{(5.1),(5.37)}{\leq} C\left(\omega^{-1}\|\nabla \times \mathbf{E}\|_{0, \Omega}+\omega\|\mathbf{E}\|_{0, \Omega}+\omega^{-1}\|\mathbf{J}\|_{0, \Omega}\right. \\
&\left.+\left(1+\omega^{-1}\right)\left(C_{1}\|\mathbf{J}\|_{0, \Omega}+C_{2}\|\mathbf{g}\|_{0, \partial \Omega}\right)+\omega^{-1}\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) \\
&(5.15) \\
& \leq\left(\left(C_{1}+\omega^{-1} C_{1}+\omega^{-1}\right)\|\mathbf{J}\|_{0, \Omega}\right. \\
&\left.+\left(1+\omega^{-1}\right) C_{2}\|\mathbf{g}\|_{0, \partial \Omega}+\omega^{-1}\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) .
\end{aligned}
$$

Therefore, we have the bound

$$
\begin{equation*}
\omega\|\mathbf{E}\|_{1 / 2+s, \Omega} \leq C\left(\left(1+C_{1}+C_{1} \omega\right)\|\mathbf{J}\|_{0, \Omega}+(1+\omega) C_{2}\|\mathbf{g}\|_{0, \partial \Omega}+\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) \tag{5.38}
\end{equation*}
$$

Similarly, we prove the smoothness of $\nabla \times \mathbf{E}$. Decompose $\nabla \times \mathbf{E}$ as

$$
\nabla \times \mathbf{E}=\Psi^{0}+\nabla \phi,
$$

[^8]where $\Psi^{0} \in H^{1}(\Omega)^{3} \cap H\left(\operatorname{div}^{0} ; \Omega\right)$, and $\phi \in H^{1}(\Omega)$; again, $\Delta \phi=0$ in $\Omega$ and
\[

$$
\begin{align*}
\left\|\mathbf{\Psi}^{0}\right\|_{1, \Omega}+\|\phi\|_{1, \Omega} & \leq C\left(\|\nabla \times \mathbf{E}\|_{0, \Omega}+\|\nabla \times \nabla \times \mathbf{E}\|_{0, \Omega}\right) \\
& \leq C\left(\|\nabla \times \mathbf{E}\|_{0, \Omega}+\omega^{2}\|\mathbf{E}\|_{0, \Omega}+\|\mathbf{J}\|_{0, \Omega}\right) \tag{5.39}
\end{align*}
$$
\]

where the second inequality follows from the first equation in (5.1). The boundary condition in problem (5.1) can be written as

$$
\begin{equation*}
\mu^{-1} \mathbf{\Psi}^{0} \times \mathbf{n}+\mu^{-1} \nabla \phi \times \mathbf{n}-i \omega \vartheta \mathbf{E}_{T}=\mathbf{g} \quad \text { on } \partial \Omega \tag{5.40}
\end{equation*}
$$

Thanks to (5.23), the tangential curl $\operatorname{curl}_{T}$ of $\vartheta \mathbf{E}_{T}$ is well-defined, belongs to $H^{-1 / 2}(\partial \Omega)$ and

$$
\begin{equation*}
\left\|\operatorname{curl}_{T} \vartheta \mathbf{E}_{T}\right\|_{-1 / 2, \partial \Omega} \leq C\left(\|\mathbf{E}\|_{0, \Omega}+\|\nabla \times \mathbf{E}\|_{0, \Omega}\right) \tag{5.41}
\end{equation*}
$$

Since $\mathbf{g} \in H_{T}^{s_{g}}(\partial \Omega)^{3}$, (5.24) gives $\operatorname{curl}_{T} \mathbf{g} \in H^{s_{g}-1}(\partial \Omega)$. Moreover, $\mathbf{\Psi}^{0} \times$ $\mathbf{n} \in H_{T}^{1 / 2}(\partial \Omega)^{3}$ by $(5.25)$, then $\operatorname{curl}_{T}\left(\mu^{-1} \mathbf{\Psi}^{0} \times \mathbf{n}\right) \in H^{-1 / 2-\eta}(\partial \Omega)$, for every $0<\eta<1 / 2$, by (5.24), in particular, $\operatorname{curl}_{T}\left(\mu^{-1} \mathbf{\Psi}^{0} \times \mathbf{n}\right) \in H^{s_{g}-1}(\partial \Omega)$. Thus, since

$$
\operatorname{curl}_{T}\left(\mu^{-1} \nabla \phi \times \mathbf{n}\right)=-\operatorname{div}_{T}\left(\mathbf{n} \times\left(\mu^{-1} \nabla \phi \times \mathbf{n}\right)\right)=-\operatorname{div}_{T} \mu^{-1} \nabla_{T} \phi
$$

(see [152, Formula (3.15), p. 49]), we have that

$$
\operatorname{div}_{T} \mu^{-1} \nabla_{T} \phi \in H^{s_{g}-1}(\partial \Omega)
$$

Proceeding exactly as we did to prove (5.36), corollary 5.5.2 and Lemma 5.5.4 ensure that the harmonic function $\phi$ belongs to $H^{3 / 2+s}(\Omega)$ with the parameter $s$ in the same range as before $\left(0<s \leq \min \left\{s_{g}, s_{\Omega}\right\}, s<s^{*}\right)$, and

$$
\begin{equation*}
\|\phi\|_{3 / 2+s, \Omega} \stackrel{(5.31)}{\leq} C\|\phi\|_{1+s, \partial \Omega} \stackrel{[111, \text { eq. (2.2)] }}{\leq} C\left\|\operatorname{div}_{T} \vartheta \nabla_{T} \phi\right\|_{s_{g}-1, \partial \Omega} \tag{5.42}
\end{equation*}
$$

From $\Psi^{0} \in H^{1}(\Omega)^{3}$ and $\nabla \phi \in H^{1 / 2+s}(\Omega)^{3}$, we have that $\nabla \times \mathbf{E} \in H^{1 / 2+s}(\Omega)^{3}$.
For the bound of $\|\nabla \times \mathbf{E}\|_{1 / 2+s, \Omega}$, the triangle inequality gives

$$
\|\nabla \times \mathbf{E}\|_{1 / 2+s, \Omega} \leq\left\|\mathbf{\Psi}^{0}\right\|_{1 / 2+s, \Omega}+\|\nabla \phi\|_{1 / 2+s, \Omega}
$$

Again as in the first part of this proof, from (5.39) and (5.15), we have

$$
\left\|\Psi^{0}\right\|_{1, \Omega} \leq C\left(\left(1+C_{1}+C_{1} \omega\right)\|\mathbf{J}\|_{0, \Omega}+(1+\omega) C_{2}\|\mathbf{g}\|_{0, \partial \Omega}\right)
$$

For $\|\nabla \phi\|_{1 / 2+s, \Omega}$, by proceeding as in the first part of this proof, using (5.42), the boundary condition (5.40), the bound (5.41), the continuity (5.24), the stability bound (5.39) and (5.15) we have

$$
\|\nabla \phi\|_{1 / 2+s, \Omega} \leq C\left(\left(1+C_{1}+C_{1} \omega\right)\|\mathbf{J}\|_{0, \Omega}+(1+\omega) C_{2}\|\mathbf{g}\|_{0, \partial \Omega}+\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right)
$$

and consequently

$$
\begin{equation*}
\|\nabla \times \mathbf{E}\|_{1 / 2+s, \Omega} \leq C\left(\left(1+C_{1}+C_{1} \omega\right)\|\mathbf{J}\|_{0, \Omega}+(1+\omega) C_{2}\|\mathbf{g}\|_{0, \partial \Omega}+\|\mathbf{g}\|_{s_{g}, \partial \Omega}\right) \tag{5.43}
\end{equation*}
$$

The bounds (5.38) and (5.43) give the stability bound (5.32).

## 5. Stability results for the time-harmonic Maxwell equations

Remark 5.5.6. In the case of convex polyhedral domains, the smoothness parameters $s$ reaches the regularity of the boundary datum $s=s_{g}<1 / 2$, since Corollary 5.5.2 holds true for all $0<s_{\Omega}<1 / 2$, and $s^{*}=1$ in Lemma 5.5.4 (see footnote 2).
Remark 5.5.7. The regularity of solutions stated in Theorem 5.5.5 guarantees that the tangential traces of $\mathbf{E}$ and $\nabla \times \mathbf{E}$ are in $L_{T}^{2}(\partial \Omega)$. We will need this regularity in Chapter 7 in order to define the TDG method and to carry out its convergence analysis.
Remark 5.5.8. For $C^{2}$-domains, under all the other assumptions made in Theorem 5.5.5, the $H^{1}$-regularity of both $\mathbf{E}$ and $\nabla \times \mathbf{E}$ was already established in [68, Sect. 4.5.d] (see also Lemma 5.2.2 above); the stability estimate

$$
\|\nabla \times \mathbf{E}\|_{1, \Omega}+\omega\|\mathbf{E}\|_{1, \Omega} \leq C\left((1+\omega)\left(\|\mathbf{J}\|_{0, \Omega}+\|\mathbf{g}\|_{0, \partial \Omega}\right)+\|\mathbf{g}\|_{1 / 2, \partial \Omega}\right)
$$

can be obtained along the lines of the proof of Theorem 5.5.5.
Remark 5.5.9. Similar results to the one proved in this chapter, namely, wavenumber-explicit stability and regularity bounds in star-shaped domains, were already available in the simpler case of the Helmholtz equation. Since we have generalized for the first time the Rellich identity to the context of Maxwell equations, we can imagine many other results that could be translated from the scalar to the vectorial setting. In particular, several different extensions of Theorem 5.4.5 might be interesting:

- to non-star shaped domains; in this case, in the definition of the multiplier $\mathcal{M} \mathbf{E}=(\nabla \times \mathbf{E}) \times \mathbf{x}$ of the Rellich identity, $\mathbf{x}$ should be substituted by a more general vector field $\mathbf{Z}$ as described in Remark 5.3.5;
- to domains containing a (star-shaped) hole and with mixed boundary conditions, in order to extend to the Maxwell case the results proved in [104] for the Helmholtz problem (see also the comments made in Remark 5.4.8);
- to non-constant or anisotropic material coefficients $\epsilon$ and $\mu$; the key tool for this extension would be the use of more general Rellich identities, as the one introduced by Payne and Weinberger in [163] (see also [159, Sect. 5.1.1] and [141, Lemma 4.22]).

A smart modification of the Rellich-type identity proved in Section 5.3 might also lead to

- wavenumber-explicit continuity bounds for boundary integral operators (such as Dirichlet-to-Neumann map or combined field operators) and their inverses (see [53, 182]);
- well-posedness of boundary value problems (and corresponding variational formulations) for the scattering of electromagnetic waves by unbounded rough surfaces; in the scalar case the Rellich identities turned out to be a key tool (see for example $[51,52]$ ) but, up to our knowledge, in the Maxwell setting the only available result is the one of [101];
- pointwise and integral Rellich-type identities for differential forms (see for instance $[11,105]$ for an introduction to differential forms), this could unify the treatment of Helmholtz and Maxwell's problems.


## 6. Approximation of Maxwell solutions

### 6.1. Introduction

The three Cartesian components of a solution of the time-harmonic homogeneous Maxwell equations are solutions of the homogeneous Helmholtz equation. Therefore, a trivial generalization to vector fields of the scalar approximation estimates proved for spherical and plane waves in Chapter 3 applies to any Maxwell solution. However, the approximating fields that are obtained by this procedure do not, in general, solve the Maxwell equations. We have seen in Chapter 4 that in order to formulate a Trefftz method it is crucial that the basis functions are locally solutions of the PDE to be discretized. As a consequence, in order to analyze the convergence of any Trefftz method for the Maxwell equations, new best approximation estimates that involve only divergence-free plane or spherical waves are necessary. This chapter is devoted to tackle this problem.
If the electric field $\mathbf{E}$ is seen as the curl of the magnetic field $\mathbf{H}$, the latter can be approximated as a vector Helmholtz solution. Then, it turns out that the curls of the vector plane (or spherical) waves approximating $\mathbf{H}$ are in turn divergence-free vector plane (or spherical, respectively) waves, thus they are legitimate Maxwell-Trefftz fields, and they approximate $\mathbf{E}$. We will make precise this reasoning in Sections 6.2.1 and 6.2.2. However, the $h$ - and $p$-estimates obtained via this procedure are not sharp, since the use of the curl operator reduces by one the orders of convergence. The same argument, together with a special potential representation, will be used in Section 6.4 to prove a similar result for solutions of the time-harmonic elastic wave equation (Navier equation).
A possible way to improve the convergence rates is to follow the same lines as in Chapter 3. In Section 6.3 we use vector harmonic polynomials and the Vekua operators to prove better orders in $h$ for spaces of spherical waves. An idea for a similar proof for plane waves is sketched in Remark 6.3.5. On the other hand, this approach apparently does not allow any $p$-estimate.
Throughout this chapter we will use extensively the vector spherical harmonics, their definitions and all the needed properties are summarized in Appendix B. 5 .

### 6.2. Approximation estimates for Maxwell's equations

In this section we observe that it is possible to prove approximation estimates for solutions of Maxwell's equations by plane and spherical waves in a very simple fashion. This result is a consequence of the corresponding one proved
for the Helmholtz equation in Chapter 3. On the other hand, since we approximate a vector field through an approximation of its curl, the orders of convergence are not expected to be sharp, neither in $h$ nor in $p$.

Let $\mathbf{E} \in H^{k+1}(\operatorname{curl} ; D), k \in \mathbb{N}$, be a solution of the homogeneous Maxwell equations

$$
\begin{equation*}
\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}=0 \quad \text { in } D \tag{6.1}
\end{equation*}
$$

where $\epsilon$ and $\mu$ are real, positive constants (see also Section 5.2) and $D \subset \mathbb{R}^{3}$ is a bounded Lipschitz domain. Throughout this chapter we will denote with $\kappa$ the scaled wavenumber

$$
\kappa:=\omega \sqrt{\epsilon \mu}
$$

and with $\mathbf{H}$ the magnetic field corresponding to $\mathbf{E}$ :

$$
\mathbf{H}:=(i \omega \mu)^{-1} \nabla \times \mathbf{E} .
$$

Since both $\mathbf{E}$ and $\mathbf{H}$ are divergence-free $(\nabla \cdot \mathbf{E}=\nabla \cdot \mathbf{H}=0), \epsilon$ and $\mu$ are constant, and the curl-curl operator can be written as $\nabla \times \nabla \times=\nabla(\nabla \cdot)-\boldsymbol{\Delta}$, where $\boldsymbol{\Delta}$ is the (componentwise) vector Laplacian, they are also solutions of the homogeneous vector Helmholtz equation with wavenumber $\kappa$ :

$$
\begin{equation*}
-\boldsymbol{\Delta} \mathbf{u}-\kappa^{2} \mathbf{u}=\mathbf{0} \quad \text { in } D, \quad \mathbf{u}=\mathbf{E}, \mathbf{H} \tag{6.2}
\end{equation*}
$$

### 6.2.1. Approximation of Maxwell solutions by plane waves

The vector-valued plane waves are vector field defined as $\mathbf{x} \mapsto \mathbf{a} e^{i \kappa \mathbf{x} \cdot \mathbf{d}}$, where $\mathbf{a}$ and $\mathbf{d}$ are constant unit vectors. They are solutions to the vector Helmholtz equation (6.2) for every $\mathbf{a}, \mathbf{d} \in \mathbb{S}^{2}$, and they are solution to the Maxwell equations (6.1) if and only if $\mathbf{a} \cdot \mathbf{d}=0$, since

$$
\begin{equation*}
\nabla \cdot\left(\mathbf{a} e^{i \kappa \mathbf{x} \cdot \mathbf{d}}\right)=i \kappa(\mathbf{d} \cdot \mathbf{a}) e^{i \kappa \mathbf{x} \cdot \mathbf{d}}, \quad \nabla \times\left(e^{i \kappa \mathbf{x} \cdot \mathbf{d}}\right)=i \kappa(\mathbf{d} \times \mathbf{a}) e^{i \kappa \mathbf{x} \cdot \mathbf{d}} \tag{6.3}
\end{equation*}
$$

We define local plane wave approximation spaces in a slightly different way than the one in [121]. Given an integer $q \geq 1$, introduce a set of $p=(q+1)^{2}$ plane wave propagation directions

$$
\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p} \subset \mathbb{S}^{2}, \quad \mathbf{d}_{\ell} \neq \mathbf{d}_{\ell^{\prime}} \quad \text { if } \quad \ell \neq \ell^{\prime}
$$

together with the associated set of $2 p$ pairs of directions:

$$
\begin{equation*}
d_{2 p}:=\left\{\left(\mathbf{d}_{\ell}, \mathbf{a}_{\nu, \ell}\right) \in \mathbb{S}^{2} \times \mathbb{S}^{2}, \mathbf{d}_{\ell} \cdot \mathbf{a}_{1, \ell}=0, \mathbf{a}_{2, \ell}=\mathbf{a}_{1, \ell} \times \mathbf{d}_{\ell}\right\}_{\substack{1 \leq \ell \leq p \\ \nu=1,2}} \tag{6.4}
\end{equation*}
$$

Then, we define the Maxwell plane wave space $\mathbf{P W}_{\omega, 2 p}(D)$ as

$$
\mathbf{P W}_{\omega, 2 p}(D):=\left\{\sum_{\substack{1 \leq \ell \leq p \\ \nu=1,2}} \alpha_{\nu, \ell} \mathbf{a}_{\nu, \ell} e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}},\left(\mathbf{d}_{\ell}, \mathbf{a}_{\nu, \ell}\right)_{\substack{1 \leq \ell \leq p \\ \nu=1,2}} \in d_{2 p}, \alpha_{\nu, \ell} \in \mathbb{C}\right\},
$$

where $\mathbf{a}_{\nu, \ell}, i=1,2$, represent the polarization directions of the plane wave propagating along $\mathbf{d}_{\ell}$.

Figure 6.1.: The Maxwell vector plane waves with propagation direction $\mathbf{d}_{\ell}$ and polarization vectors $\mathbf{a}_{\ell}$ and $\mathbf{a}_{\ell} \times \mathbf{d}_{\ell}$.


The strategy we use in Theorem 6.2.1 to derive approximation estimates of homogeneous Maxwell solutions $\mathbf{E}$ is to approximate $\mathbf{E}$ as the curl of $\mathbf{H}$ $\left(\mathbf{E}=-(i \omega \epsilon)^{-1} \nabla \times \mathbf{H}\right)$. We apply to $\mathbf{H}$ the best approximation estimates for homogeneous Helmholtz solutions obtained in Section 3.5 in order to approximate it in a larger space than the space of Maxwell's plane waves. On the other hand, one can find a basis for this larger space formed by three vector functions: two of them generate $\mathbf{P W}_{\omega, 2 p}(D)$, while the third one generates a space of non divergence-free but curl-free functions; this allows us to find approximation estimates for the curl of $\mathbf{H}$, and thus for $\mathbf{E}$, in $\mathbf{P W}_{\omega, 2 p}(D)$.

Theorem 6.2.1. Let $D$ be a domain satisfying Assumption 3.1.1. Assume $q, k \in \mathbb{N}, q \geq 2 k+1, q \geq 2\left(1+2^{1 / \lambda_{D}}\right)$, with $\lambda_{D}$ depending on the shape of $D$ as in Theorem 3.2.12; fix $p$ directions $\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p} \subset \mathbb{S}^{2}$ such that the matrix $\mathbf{M}$ defined by (3.32) is invertible. Then, for every $\mathbf{E} \in H^{k+1}$ (curl; $D$ ) solution of (6.1), there exists a divergence-free plane wave function $\boldsymbol{\xi}_{\mathbf{E}} \in \mathbf{P W}_{\omega, 2 p}(D)$ such that

$$
\begin{align*}
& \left\|\mathbf{E}-\boldsymbol{\xi}_{\mathbf{E}}\right\|_{j-1, \kappa, D} \leq C \kappa^{-2}\left(1+(\kappa h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \kappa h} h^{k+1-j} \\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+(\kappa h)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|\nabla \times \mathbf{E}\|_{k+1, \kappa, D} \tag{6.5}
\end{align*}
$$

for every $1 \leq j \leq k+1$. Here, the constant $C>0$ depends only on $j, k$ and the shape of $D$.

Proof. The field $\mathbf{H}=(i \omega \mu)^{-1} \nabla \times \mathbf{E}$ is a solution of the vector Helmholtz equation (6.2) and belongs to $H^{k+1}(D)^{3}$. Thanks to Corollary 3.5.5 it can be approximated in the space generated by

$$
\begin{equation*}
\left\{(1,0,0) e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}},(0,1,0) e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}},(0,0,1) e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}}\right\}_{1 \leq \ell \leq p} \tag{6.6}
\end{equation*}
$$

with the same orders of convergence as in (3.62).

## 6. Approximation of Maxwell solutions

For every $\ell$, we fix a unit vector $\mathbf{a}_{1, \ell}$ such that $\mathbf{a}_{1, \ell} \cdot \mathbf{d}_{\ell}=0$; we set $\mathbf{a}_{2, \ell}:=$ $\mathbf{a}_{1, \ell} \times \mathbf{d}_{\ell}$ and $\mathbf{a}_{\perp, \ell}:=\mathbf{d}_{\ell}$. Clearly, $\left\{\mathbf{a}_{\nu, \ell}\right\}_{\nu=1,2, \perp}$ is an orthonormal basis of $\mathbb{R}^{3} ;$ therefore, the basis

$$
\left\{\mathbf{w}_{\nu, \ell}(\mathbf{x}):=\mathbf{a}_{\nu, \ell} e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}}\right\}_{\substack{1 \leq \ell \leq p \\ \nu=1,2, \perp}}
$$

generates the same space as the basis in (6.6). Thus, there exist $\vec{\alpha}^{\nu} \in \mathbb{C}^{p}$, $\nu \in\{1,2, \perp\}$, such that, for every $0 \leq j \leq k+1,(c f$. (3.62))

$$
\| \begin{align*}
& \left\|\mathbf{H}-\sum_{\substack{1 \leq \ell \leq p \\
\nu=1,2, \perp}} \alpha_{\ell}^{\nu} \mathbf{w}_{\nu, \ell}\right\|_{j, \kappa, D} \leq C\left(1+(\kappa h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \kappa h} h^{k+1-j}  \tag{6.7}\\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+(\kappa h)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|\mathbf{H}\|_{k+1, \kappa, D} .
\end{align*}
$$

Notice that, while $\mathbf{w}_{1, \ell}$ and $\mathbf{w}_{2, \ell}$ are Maxwell's solutions, this is not true for $\mathbf{w}_{\perp, \ell} ;$ thus, we want to approximate $\mathbf{E}$ in the space generated by

$$
\left\{\mathbf{w}_{\nu, \ell}(\mathbf{x})\right\}_{\substack{1 \leq \ell \leq p \\ \nu=1,2}}
$$

On the other hand, simple calculations (using (6.3)) give

$$
\nabla \times \mathbf{w}_{1, \ell}=-i \kappa \mathbf{w}_{2, \ell}, \quad \nabla \times \mathbf{w}_{2, \ell}=i \kappa \mathbf{w}_{1, \ell}, \quad \nabla \times \mathbf{w}_{\perp, \ell}=\mathbf{0}
$$

these identities, together with (6.1), give (with the same coefficients $\vec{\alpha}^{\nu}$ as in (6.7)):

$$
\begin{aligned}
& \left\|\mathbf{E}-\mu^{1 / 2} \epsilon^{-1 / 2} \sum_{1 \leq \ell \leq p}\left(-\alpha_{\ell}^{2} \mathbf{w}_{1, \ell}+\alpha_{\ell}^{1} \mathbf{w}_{2, \ell}\right)\right\|_{j-1, \kappa, D} \\
& =\left\|\kappa^{-2} \nabla \times \nabla \times \mathbf{E}+\mu^{1 / 2} \epsilon^{-1 / 2}(i \kappa)^{-1} \sum_{\substack{1 \leq \ell \leq p \\
\nu=1,2, \perp}} \alpha_{\ell}^{\nu} \nabla \times \mathbf{w}_{\nu, \ell}\right\|_{j-1, \kappa, D} \\
& =\left\|\frac{i}{\omega \epsilon} \nabla \times\left[(i \omega \mu)^{-1} \nabla \times \mathbf{E}-\sum_{\substack{1 \leq \ell \leq p \\
\nu=1,2, \nu}} \alpha_{\ell}^{\nu} \mathbf{w}_{\nu, \ell}\right]\right\|_{j-1, \kappa, D} \\
& \leq(\omega \epsilon)^{-1}\left\|(i \omega \mu)^{-1} \nabla \times \mathbf{E}-\sum_{\substack{1 \leq \ell \leq p \\
\nu=1,2, \nu}} \alpha_{\ell}^{\nu} \mathbf{w}_{\nu, \ell}\right\|_{j, \kappa, D} \\
& \stackrel{\text { def. of }}{=} \mathbf{H}(\omega \epsilon)^{-1}\left\|\mathbf{H}-\sum_{\substack{1 \leq \ell \leq p \\
\nu=1,2, \perp}} \alpha_{\ell}^{\nu} \mathbf{w}_{\nu, \ell}\right\|_{j, \kappa, D}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(6.7)}{\leq}(\omega \epsilon)^{-1} C\left(1+(\kappa h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \kappa h} h^{k+1-j} \\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+(\kappa h)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|\mathbf{H}\|_{k+1, \kappa, D} \\
& \text { def. of } \mathbf{H} \kappa^{-2} C\left(1+(\kappa h)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \kappa h} h^{k+1-j} \\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+(\kappa h)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|\nabla \times \mathbf{E}\|_{k+1, \kappa, D} .
\end{aligned}
$$

This correspond to the assertion with the choice

$$
\xi_{\mathrm{E}}:=\sum_{1 \leq \ell \leq p}\left(-\alpha_{\ell}^{2} \mathbf{w}_{1, \ell}+\alpha_{\ell}^{1} \mathbf{w}_{2, \ell}\right) .
$$

Notice that the value of $\left\|\mathbf{M}^{-1}\right\|_{1}$ which shows up in the bound has already been commented in Lemma 3.4.6 and in Remark 3.4.7. Many of the comments already made for the Helmholtz approximation problem carry over to the vector setting: if the vector field $\mathbf{E}$ can be extended smoothly outside $D$ then the order of convergence in $q$ is exponential (see Remark 3.5.8); if only convergence with respect to $h$ is considered then the assumptions on $D$ and $q$ can be weakened (see Remark 3.5.6); the bound can be adapted to complex parameters ( $\omega, \epsilon$ and $\mu$ ) as in Remark 3.5.9.
Remark 6.2.2. The fact that the order of convergence proved in Theorem 6.2.1 is expected to be one order lower than the sharp one can be seen from the comparison of the bound (6.5) with (3.62), the corresponding one in the scalar case. We have the same algebraic order of convergence both in $h$ and $q$, namely $k+1-j$, but here the error on the left-hand side side is measured in the $H^{j-1}(D)^{3}$-norm instead of the $H^{j}(D)$ one. Moreover, the norm on the righthand side is the $H^{k+1}(D)^{3}$-norm of $\nabla \times \mathbf{E}$ instead of the same norm of $\mathbf{E}$ itself.

This is due to the fact that $\mathbf{E}$ is approximated as a mere first order derivative of $\mathbf{H}$, not using further properties of the curl $(\nabla \times)$ operator.

### 6.2.2. Approximation of Maxwell solutions by spherical waves

In Section 6.2.1 we have seen how to approximate a solution of the Maxwell equations using plane waves that are solutions of the same equations. This was a corollary of a Helmholtz approximation result. Now we want to repeat the same procedure for generalized harmonic polynomials, i.e., vector spherical waves (see Section 2.4), by using the corresponding scalar result proved in Theorem 3.3.1.

From the proof of Theorem 6.2.1, we know how to show (suboptimal) error estimates for the space defined as the image of the finite dimensional approximating space for the vector Helmholtz equation under the action of the curl operator. Therefore, we will define carefully the vector spherical waves and prove a few simple relations between them. The main tools we will rely on are
the vector spherical harmonics; we will follow the definitions and the notation introduced in Appendix B.5.

We say that a vector field $\mathbf{u}: \mathbb{R}^{3} \rightarrow \mathbb{C}^{3}$ is a vector generalized harmonic polynomial of degree $L$ if its three Cartesian components $u_{1}, u_{2}$ and $u_{3}$ are generalized harmonic polynomial of degree $L$, according to Definition 2.4.1. We call u a Maxwell generalized harmonic polynomial of degree $L$ if, in addition, it is solution of the Maxwell equations (or, equivalently, it is divergence-free). We write a basis for the space of these fields that takes into account the vector structure.

We know from (2.50)-(2.51) that a scalar function which can be written in the separable form $u(\mathbf{x})=j_{l}(\kappa|\mathbf{x}|) g(\mathbf{x} /|\mathbf{x}|)$ (with $l \in \mathbb{N}$ and $j_{l}$ a spherical Bessel function as in (B.18)) is a solution of the Helmholtz equation with wavenumber $\kappa>0$ if $|\mathbf{x}|^{l} g(\mathbf{x} /|\mathbf{x}|)$ is harmonic. In particular, $|\mathbf{x}|^{l} g(\mathbf{x} /|\mathbf{x}|)$ will be a homogeneous harmonic polynomial of degree $l$ and $u(\mathbf{x})=j_{l}(\kappa|\mathbf{x}|) g(\mathbf{x} /|\mathbf{x}|)$ a homogeneous generalized harmonic polynomial of degree $l$. In Appendix B. 5 we define a basis, denoted by $\left\{\boldsymbol{\mathcal { I }}_{l}^{m}, \boldsymbol{\mathcal { T }}_{l}^{m}, \boldsymbol{\mathcal { N }}_{l}^{m}\right\}$, of the space of the vector-valued homogeneous harmonic polynomials of degree $l$ (see (B.44), pay attention to the range of the coefficients $l$ and $m$ ). Their angular dependence is denoted by $\left\{\mathbf{I}_{l}^{m}, \mathbf{T}_{l}^{m}, \mathbf{N}_{l}^{m}\right\}$ (see (B.45)). Therefore, any vector generalized harmonic polynomial of degree at most $L$ can be written as

$$
\begin{align*}
\mathbf{Q}_{L}(\mathbf{x})= & \sum_{\substack{0 \leq l \leq L \\
|m| \leq l+1}} A_{\mathcal{I}, l}^{m} j_{l}(\kappa|\mathbf{x}|) \mathbf{I}_{l}^{m}(\mathbf{x}) \\
& +\sum_{\substack{1 \leq l \leq L \\
|m| \leq l}} A_{\mathcal{T}, l}^{m} j_{l}(\kappa|\mathbf{x}|) \mathbf{T}_{l}^{m}(\mathbf{x})+\sum_{\substack{1 \leq l \leq L \\
|m| \leq l-1}} A_{\mathcal{N}, l}^{m} j_{l}(\kappa|\mathbf{x}|) \mathbf{N}_{l}^{m}(\mathbf{x}) \tag{6.8}
\end{align*}
$$

for some complex coefficients $A_{\mathcal{I}, l}^{m}, A_{\mathcal{T}, l}^{m}, A_{\mathcal{N}, l}^{m}$.
Theorem 3.3.1 states that a vector field $\mathbf{u} \in H^{k+1}(D)^{3}$, solution of (6.2) in $D$, where $D$ is a domain that satisfies Assumption 3.1.1 and $k \in \mathbb{N}$, can be approximated by a vector generalized harmonic polynomial of degree $L$. However, we want to define a different set of basis functions to deal better with Maxwell's equations.

We define the three following families of $C^{\infty}$ vector fields:

$$
\begin{array}{rl}
\mathbf{b}_{1, l}^{m}, \mathbf{b}_{2, l}^{m}, \mathbf{b}_{\perp, l}^{m}: \mathbb{R}^{3} \longrightarrow \mathbb{C}^{3} & l \geq 1,|m| \leq l \\
\mathbf{b}_{1, l}^{m}(\mathbf{x}) & :=-j_{l}(\kappa|\mathbf{x}|) \mathbf{T}_{l}^{m}(\mathbf{x}), \\
\mathbf{b}_{2, l}^{m}(\mathbf{x}) & :=\frac{l+1}{2 l+1} j_{l-1}(\kappa|\mathbf{x}|) \mathbf{I}_{l-1}^{m}(\mathbf{x})+\frac{l}{2 l+1} j_{l+1}(\kappa|\mathbf{x}|) \mathbf{N}_{l+1}^{m}(\mathbf{x}),  \tag{6.9}\\
\mathbf{b}_{\perp, l}^{m}(\mathbf{x}) & :=\frac{1}{2 l+1}\left(j_{l-1}(\kappa|\mathbf{x}|) \mathbf{I}_{l-1}^{m}(\mathbf{x})-j_{l+1}(\kappa|\mathbf{x}|) \mathbf{N}_{l+1}^{m}(\mathbf{x})\right)
\end{array}
$$

Moreover we define

$$
\mathbf{b}_{\perp, 0}^{0}(\mathbf{x}):=-j_{1}(\kappa|\mathbf{x}|) \mathbf{N}_{1}^{0}(\mathbf{x})
$$

and we use the convention $\mathbf{b}_{1,0}^{0}=\mathbf{b}_{2,0}^{0}=\mathbf{I}_{-1}^{0}=\mathbf{0}$. In [160, Theorem 5.3.1] the fields $\mathbf{b}_{1, l}^{m,}$ 's are called transverse electric multipoles and the $\mathbf{b}_{2, l}^{m}$ 's transverse

### 6.2. Approximation estimates for Maxwell's equations

magnetic multipoles. Formulas (6.9) can easily be inverted:

$$
\begin{array}{rlrl}
j_{l}(\kappa|\mathbf{x}|) \mathbf{I}_{l}^{m}(\mathbf{x}) & =\mathbf{b}_{2, l+1}^{m}(\mathbf{x})+(l+1) \mathbf{b}_{\perp, l+1}^{m}(\mathbf{x}) & & l \geq 0, \\
j_{l}(\kappa|\mathbf{x}|) \mathbf{T}_{l}^{m}(\mathbf{x}) & =-\mathbf{b}_{1, l}^{m}(\mathbf{x}) & & l \geq 1, \\
j_{l}(\kappa|\mathbf{x}|) \mathbf{N}_{l}^{m}(\mathbf{x}) & =\mathbf{b}_{2, l-1}^{m}(\mathbf{x})-l \mathbf{b}_{\perp, l-1}^{m}(\mathbf{x}) & & l \geq 1,  \tag{6.10}\\
& & |m| \leq l \\
\end{array}
$$

Using the results shown in the appendix we can prove the following identities:

$$
\begin{align*}
& \nabla \times \mathbf{b}_{1, l}^{m}(\mathbf{x})=\nabla \times\left((l(l+1))^{1 / 2} j_{l}(\kappa|\mathbf{x}|) \mathbf{V}_{l}^{m}(\mathbf{x})\right) \\
& \stackrel{(\mathrm{B} .42)}{=}-l(l+1) \frac{j_{l}(\kappa|\mathbf{x}|)}{|\mathbf{x}|} \mathbf{Y}_{l}^{m}(|\mathbf{x}|)-(l(l+1))^{1 / 2}\left(\frac{j_{l}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}+\kappa j_{l}^{\prime}(\kappa|\mathbf{x}|)\right) \mathbf{U}_{l}^{m}(\mathbf{x}) \\
& \stackrel{(\mathrm{B} .19)}{=}-l(l+1) \kappa \frac{j_{l-1}(\kappa|\mathbf{x}|)+j_{l+1}(\kappa|\mathbf{x}|)}{2 l+1} \frac{\mathbf{I}_{l-1}^{m}(\mathbf{x})+\mathbf{N}_{l+1}^{m}(\mathbf{x})}{2 l+1} \\
& -(l(l+1))^{1 / 2} \kappa \frac{j_{l-1}(\kappa|\mathbf{x}|)+j_{l+1}(\kappa|\mathbf{x}|)+\left(l j_{l-1}(\kappa|\mathbf{x}|)-(l+1) j_{l+1}(\kappa|\mathbf{x}|)\right)}{2 l+1} \\
& \cdot \frac{\left(\frac{l+1}{l}\right)^{1 / 2} \mathbf{I}_{l-1}^{m}(\mathbf{x})-\left(\frac{l}{l+1}\right)^{1 / 2} \mathbf{N}_{l+1}^{m}(\mathbf{x})}{2 l+1} \\
& \stackrel{(6.9)}{=}-\kappa \mathbf{b}_{2, l}^{m}(\mathbf{x}), \tag{6.13}
\end{align*}
$$

$$
\nabla \times \mathbf{b}_{2, l}^{m}(\mathbf{x})
$$

$$
\begin{align*}
& \nabla\left(j_{l}(\kappa|\mathbf{x}|) Y_{l}^{m}(\mathbf{x})\right) \stackrel{(\mathrm{B} .41)}{=} \kappa j_{l}^{\prime}(\kappa|\mathbf{x}|) \mathbf{Y}_{l}^{m}(\mathbf{x})+(l(l+1))^{1 / 2} \frac{j_{l}(\kappa|\mathbf{x}|)}{|\mathbf{x}|} \mathbf{U}_{l}^{m}(\mathbf{x}) \\
& \stackrel{(\text { (B.49) }}{(\text { B.19) }} \kappa \kappa \frac{l j_{l-1}(\kappa|\mathbf{x}|)-(l+1) j_{l+1}(\kappa|\mathbf{x}|)}{2 l+1} \frac{\mathbf{I}_{l-1}^{m}(\mathbf{x})+\mathbf{N}_{l+1}^{m}}{2 l+1} \\
& +\kappa \frac{j_{l-1}(\kappa|\mathbf{x}|)+j_{l+1}(\kappa|\mathbf{x}|)}{2 l+1} \frac{(l(l+1))^{1 / 2}}{2 l+1} \\
& \cdot\left(\left(\frac{l+1}{l}\right)^{1 / 2} \mathbf{I}_{l-1}^{m}(\mathbf{x})-\left(\frac{l}{l+1}\right)^{1 / 2} \mathbf{N}_{l+1}^{m}(\mathbf{x})\right) \\
& \stackrel{(6.9)}{=} \kappa \mathbf{b}_{\perp, l}^{m}(\mathbf{x}),  \tag{6.11}\\
& \nabla \times\left(-\mathbf{x} j_{l}(\kappa|\mathbf{x}|) Y_{l}^{m}(\mathbf{x})\right) \stackrel{(\mathrm{B} .37)}{=} \nabla \times\left(-|\mathbf{x}| j_{l}(\kappa|\mathbf{x}|) \mathbf{Y}_{l}^{m}(\mathbf{x})\right) \\
& \stackrel{(\mathrm{B} .42)}{=}(l(l+1))^{1 / 2} j_{l}(\kappa|\mathbf{x}|) \mathbf{V}_{l}^{m}(\mathbf{x}) \\
& \stackrel{(\mathrm{B} .45)}{=}-j_{l}(\kappa|\mathbf{x}|) \mathbf{T}_{l}^{m}(\mathbf{x}) \\
& \stackrel{(6.9)}{=} \mathbf{b}_{1, l}^{m}(\mathbf{x}), \tag{6.12}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{(6.9)}{(\mathrm{B.45)}}=\frac{1}{2 l+1} \nabla \times\left[(l+1) j_{l-1}(\kappa|\mathbf{x}|)\left(l \mathbf{Y}_{l}^{m}(\mathbf{x})+(l(l+1))^{1 / 2} \mathbf{U}_{l}^{m}(\mathbf{x})\right)\right. \\
& \left.\quad+l j_{l+1}(\kappa|\mathbf{x}|)\left((l+1) \mathbf{Y}_{l}^{m}(\mathbf{x})-(l(l+1))^{1 / 2} \mathbf{U}_{l}^{m}(\mathbf{x})\right)\right] \\
& \stackrel{(\mathrm{B} .42)}{=} \frac{(l(l+1))^{1 / 2}}{2 l+1}\left[-l(l+1) \frac{j_{l+1}(\kappa|\mathbf{x}|)+j_{l-1}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}\right. \\
& \\
& \left.+(l+1)\left(\frac{j_{l-1}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}+\kappa j_{l-1}^{\prime}(\kappa|\mathbf{x}|)\right)-l\left(\frac{j_{l+1}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}+\kappa j_{l+1}^{\prime}(\kappa|\mathbf{x}|)\right)\right] \mathbf{V}_{l}^{m}(\mathbf{x}) \\
& \\
& \stackrel{(\mathrm{B} .19)}{=} \frac{(l(l+1))^{1 / 2}}{2 l+1}\left[-l(l+1) \frac{j_{l+1}(\kappa|\mathbf{x}|)+j_{l-1}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}\right. \\
&  \tag{6.14}\\
& \quad+(l+1)\left(-\kappa j_{l}(\kappa|\mathbf{x}|)+\frac{l j_{l-1}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}\right) \\
& \\
& \left.\quad-l\left(\kappa j_{l}(\kappa|\mathbf{x}|)-\frac{(l+1) j_{l+1}(\kappa|\mathbf{x}|)}{|\mathbf{x}|}\right)\right] \mathbf{V}_{l}^{m}(\mathbf{x}) \\
& = \\
& -\kappa(l(l+1))^{1 / 2} j_{l}(\kappa|\mathbf{x}|) \mathbf{V}_{l}^{m}(\mathbf{x})=-\kappa \mathbf{b}_{1, l}^{m}(\mathbf{x}) .
\end{align*}
$$

These identities may also be proved in a different way using the vector Herglotz representation of the fields involved and the vector Funk-Hecke formula, see Remark 6.2.4.
From these relations we notice that the $\mathbf{b}_{1, l}^{m}$ 's and the $\mathbf{b}_{2, l}^{m}$ 's are divergencefree while the $\mathbf{b}_{\perp, l}^{m}$ 's are curl-free. Since their components are solutions of the Helmholtz equation with wavenumber $\kappa$, the $\mathbf{b}_{1, l}^{m}$ 's and the $\mathbf{b}_{2, l}^{m}$ 's are also solutions of the Maxwell's equation with the same wavenumber.

Equations (6.12) and (6.13) show that these vector fields coincide with the ones called interior vector spherical harmonics in [152, eq. (9.62)], denoted by

$$
\tilde{\mathbf{M}}_{l}^{m}=-\mathbf{b}_{1, l}^{m}, \quad \tilde{\mathbf{N}}_{l}^{m}=-i \mathbf{b}_{2, l}^{m},
$$

and with ones introduced in [55, eq. (7.2.42-43)]:

$$
\mathbf{M}_{l m}=-\mathbf{b}_{1, l}^{m}, \quad \mathbf{N}_{l m}=\mathbf{b}_{2, l}^{m}, \quad \mathbf{L}_{l m}=\mathbf{b}_{\perp, l}^{m}
$$

Since the $\mathbf{b}_{\perp, l}^{m}$ 's are curl-free, from (6.10), (6.13) and (6.14) we have

$$
\begin{align*}
\nabla \times\left(j_{l}(\kappa|\mathbf{x}|) \mathbf{I}_{l}^{m}(\mathbf{x})\right) & =\nabla \times \mathbf{b}_{2, l+1}^{m}(\mathbf{x})=-\kappa \mathbf{b}_{1, l+1}^{m}(\mathbf{x}) & & l \geq 0,|m| \leq l+1 \\
\nabla \times\left(j_{l}(\kappa|\mathbf{x}|) \mathbf{T}_{l}^{m}(\mathbf{x})\right) & =-\nabla \times \mathbf{b}_{1, l}^{m}(\mathbf{x})=\kappa \mathbf{b}_{2, l}^{m}(\mathbf{x}) & & l \geq 1,|m| \leq l \\
\nabla \times\left(j_{l}(\kappa|\mathbf{x}|) \mathbf{N}_{l}^{m}(\mathbf{x})\right) & =\nabla \times \mathbf{b}_{2, l-1}^{m}(\mathbf{x})=-\kappa \mathbf{b}_{1, l-1}^{m}(\mathbf{x}) & & l \geq 1,|m| \leq l-1 \tag{6.15}
\end{align*}
$$

Therefore, if $\mathbf{Q}_{L}$ is a vector generalized harmonic polynomial of degree at most $L$ as (6.8), its curl can be written as

$$
\begin{equation*}
\nabla \times \mathbf{Q}_{L}=\sum_{\substack{1 \leq l \leq L+1 \\-l \leq m \leq l}} A_{1, l}^{m} \mathbf{b}_{1, l}^{m}(\mathbf{x})+\sum_{\substack{1 \leq l \leq L \\-l \leq m \leq l}} A_{2, l}^{m} \mathbf{b}_{2, l}^{m}(\mathbf{x}), \tag{6.16}
\end{equation*}
$$

### 6.2. Approximation estimates for Maxwell's equations

for some complex coefficients $A_{1, l}^{m}$ and $A_{2, l}^{m}$. Notice the different ranges of the indices in the two sums.
All the vector fields in the form (6.16) are vector generalized harmonic polynomials of degree at most $L+1$; indeed, from (6.9) we see that the $\mathbf{b}_{1, L+1}^{m}$ 's have radial dependence equal to $j_{L+1}(\kappa|\mathbf{x}|)$ and the $\mathbf{b}_{2, L}^{m}$ 's contain the terms $j_{L-1}(\kappa|\mathbf{x}|)$ and $j_{L+1}(\kappa|\mathbf{x}|)$, thus both of them are the Vekua transforms of harmonic polynomials of degree $L+1$.

Theorem 6.2.3. Let $D \subset \mathbb{R}^{3}$ be a domain satisfying Assumption 3.1.1, $k \in \mathbb{N}$ and $\mathbf{E} \in H^{k+1}(\operatorname{curl} ; D)$ be a solution of (6.1). Then the following results hold.
(i) $h$-estimate:

For every $L \leq k$ there exists a Maxwell vector generalized harmonic polynomial $\mathbf{Q}_{L+1}^{E}$ of degree at most $L+1$ such that, for every $1 \leq j \leq$ $L+1$, it holds

$$
\begin{align*}
\left\|\mathbf{E}-\mathbf{Q}_{L+1}^{E}\right\|_{j-1, \kappa, D} & \leq C \kappa^{-2} \rho_{0}^{-\frac{3}{2}} \rho^{-2}(1+L)^{\frac{27}{2}} e^{j+L} \\
& \cdot\left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h} h^{L+1-j}\|\nabla \times \mathbf{E}\|_{L+1, \kappa, D}, \tag{6.17}
\end{align*}
$$

where $\rho$ and $\rho_{0}$ are defined in Assumption 3.1.1 and the constant $C$ is independent of $h, \omega, \epsilon, \mu, \kappa, k, L, j, \mathbf{E}$, and $D$.
(ii) hp-estimate:

For every $L \geq \max \left\{k, 2^{1 / \lambda_{D}}\right\}$, where $\lambda_{D}$ is the geometric parameter defined in Theorem 3.2.12, there exists a Maxwell generalized harmonic polynomial $\mathbf{Q}_{L+1}^{\prime E}$ of degree at most $L+1$ such that, for every $1 \leq j \leq$ $k+1$, it holds

$$
\begin{align*}
& \left\|\mathbf{E}-\mathbf{Q}_{L+1}^{\prime E}\right\|_{j-1, \kappa, D} \\
& \leq C \kappa^{-2}\left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h} L^{-\lambda_{D}(k+1-j)} h^{k+1-j}\|\nabla \times \mathbf{E}\|_{k+1, \kappa, D}, \tag{6.18}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D, j$, and $k$, but is independent of $h, \omega, \epsilon, \mu, \kappa, L$, and $\mathbf{E}$.

Both $\mathbf{Q}_{L+1}^{E}$ and $\mathbf{Q}_{L+1}^{\prime E}$ can be expanded in the $\mathbf{b}_{\nu, l}^{m}$ basis as

$$
\sum_{\substack{1 \leq \leq \leq+1 \\-l \leq m \leq l}} A_{1, l}^{m} \mathbf{b}_{1, l}^{m}(\mathbf{x})+\sum_{\substack{1 \leq l \leq L \\-l \leq m \leq l}} A_{2, l}^{m} \mathbf{b}_{2, l}^{m}(\mathbf{x}),
$$

for suitable complex coefficients $A_{\nu, l}^{m}$.
Proof. The field $\mathbf{H}=(i \omega \mu)^{-1} \nabla \times \mathbf{E}$ is solution of the vector Helmholtz equation (6.2) with wavenumber $\kappa$. Thus, part (ii) of Theorem 3.3.1 provides a vector generalized harmonic polynomial $\mathbf{Q}_{L}^{H}$ of degree $L$ that approximates $\mathbf{H}$ with the error bound (3.23):

$$
\left\|\mathbf{H}-\mathbf{Q}_{L}^{H}\right\|_{j, \kappa, D}
$$

6. Approximation of Maxwell solutions

$$
\begin{align*}
& \leq C \rho_{0}^{-\frac{3}{2}} \rho^{-2}(1+L)^{\frac{27}{2}} e^{j+L}\left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h} h^{L+1-j}\|\mathbf{H}\|_{L+1, \kappa, D} \\
& =C \rho_{0}^{-\frac{3}{2}} \rho^{-2}(1+L)^{\frac{27}{2}} e^{j+L}\left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h} h^{L+1-j} \frac{\|\nabla \times \mathbf{E}\|_{L+1, \kappa, D}}{\omega \mu} \tag{6.19}
\end{align*}
$$

$\mathbf{Q}_{L}^{H}$ can be written in the form given in equation (6.8), thus we fix

$$
\begin{aligned}
& \mathbf{Q}_{L+1}^{E}(\mathbf{x}):=-(i \omega \epsilon)^{-1} \nabla \times \mathbf{Q}_{L}^{H} \\
& \stackrel{(6.15)}{=} \frac{\kappa}{i \omega \epsilon}\left[\sum_{\substack{0 \leq l \leq L \\
|m| \leq l+1}} A_{\mathcal{I}, \mathbf{l}}^{m} b_{1, l+1}^{m}(\mathbf{x})-\sum_{\substack{1 \leq \leq \leq L \\
|m| \leq l}} A_{\mathcal{T}, l}^{m} \mathbf{b}_{2, l}^{m}(\mathbf{x})+\sum_{\substack{1 \leq l \leq L \\
|m| \leq l-1}} A_{\mathcal{N}, l}^{m} \mathbf{b}_{1, l-1}^{m}(\mathbf{x})\right] .
\end{aligned}
$$

From (6.9) and the previous discussion, this is a divergence-free vector generalized harmonic polynomial of degree at most $L+1$. We have the bound:

$$
\begin{aligned}
\left\|\mathbf{E}-\mathbf{Q}_{L+1}^{E}\right\|_{j-1, \kappa, D} & =\left\|-(i \omega \epsilon)^{-1} \nabla \times\left(\mathbf{H}-\mathbf{Q}_{L}^{H}\right)\right\|_{j-1, \kappa, D} \\
& \leq(\omega \epsilon)^{-1}\left\|\mathbf{H}-\mathbf{Q}_{L}^{H}\right\|_{j, \kappa, D}
\end{aligned}
$$

which, together with (6.19) and $\omega^{2} \epsilon \mu=\kappa^{2}$, give the assertion (6.17).
Part (ii) follows precisely in the same way by using (3.25) instead of (3.23).

Since the technique adopted to prove Theorem 6.2.3 is the same as the one used in Theorem 6.2.1, the obtained algebraic convergence rate is equal to $k+1-j$, which is lower than $(k+1)-(j-1)$, namely, the difference of the orders of the Sobolev norms involved in the bounds (6.17) and (6.18).
The same comments made in the scalar case can be translated to this setting: it is possible to discuss more general $h$-estimates (see Remark 3.3.2), exponential convergence in $L$ (see Proposition 3.3.3) and complex wavenumber or material parameters (see Remark 3.3.4).
Remark 6.2.4. Following Definition 2.4.3, we define the Herglotz field $\mathbf{w}_{\mathbf{g}}$ with kernel $\mathbf{g} \in L^{2}\left(\mathbb{S}^{2}\right)^{3}$ as the $C^{\infty}$ vector field

$$
\mathbf{w}_{\mathbf{g}}: \mathbb{R}^{3} \rightarrow \mathbb{C}^{3}, \quad \mathbf{w}_{\mathbf{g}}(\mathbf{x}):=\int_{\mathbb{S}^{2}} e^{i \kappa \mathbf{x} \cdot \mathbf{y}} \mathbf{g}(\mathbf{y}) \mathrm{d} S(\mathbf{y})
$$

We have the formulas

$$
\begin{equation*}
\nabla \cdot \mathbf{w}_{\mathbf{g}}(\mathbf{x})=i \kappa \int_{\mathbb{S}^{2}} e^{i \kappa \mathbf{x} \cdot \mathbf{y}} \mathbf{y} \cdot \mathbf{g}(\mathbf{y}) \mathrm{d} S(\mathbf{y})=i \kappa w_{\mathbf{y} \mapsto \mathbf{y} \cdot \mathbf{g}(\mathbf{y})}(\mathbf{x}) \tag{6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla \times \mathbf{w}_{\mathbf{g}}(\mathbf{x})=i \kappa \int_{\mathbb{S}^{2}} e^{i \kappa \mathbf{x} \cdot \mathbf{y}} \mathbf{y} \times \mathbf{g}(\mathbf{y}) \mathrm{d} S(\mathbf{y})=i \kappa \mathbf{w}_{\mathbf{y} \mapsto \mathbf{y} \times \mathbf{g}(\mathbf{y})}(\mathbf{x}) \tag{6.21}
\end{equation*}
$$

Every Herglotz field is a solution of the vector Helmholtz equation (6.2) with wavenumber $\kappa$; if $\mathbf{g} \in L_{T}^{2}\left(\mathbb{S}^{2}\right)$ then, by $(6.20), \mathbf{w}_{\mathbf{g}}$ is divergence-free and thus a solution of the Maxwell equation (6.1) in $\mathbb{R}^{3}$.

Using the vector Funk-Hecke formulas (B.54), (B.55) and (B.56) proved in the appendix, we write the $\mathbf{b}_{\nu, l}^{m}$ basis functions of the vector generalized harmonic polynomials as Herglotz fields:

$$
\begin{align*}
\mathbf{b}_{1, l}^{m} & =\frac{1}{4 \pi i^{l}}(l(l+1))^{1 / 2} \mathbf{w}_{\mathbf{V}_{l}^{m}}=-\frac{1}{4 \pi i^{l}} \mathbf{w}_{\mathbf{T}_{l}^{m}}, \\
\mathbf{b}_{2, l}^{m} & =\frac{1}{4 \pi i^{l-1}}(l(l+1))^{1 / 2} \mathbf{w}_{\mathbf{U}_{l}^{m}}, \\
\mathbf{b}_{\perp, l}^{m}(\mathbf{x}) & =\frac{1}{4 \pi i^{l-1}} \mathbf{w}_{\mathbf{Y}_{l}^{m}(\mathbf{x})}, \\
j_{l}(\kappa|\mathbf{x}|) \mathbf{I}_{l}^{m}(\mathbf{x}) & =\frac{1}{4 \pi i^{l}} \mathbf{w}_{\mathbf{I}_{l}^{m}}, \\
j_{l}(\kappa|\mathbf{x}|) \mathbf{N}_{l}^{m}(\mathbf{x}) & =\frac{1}{4 \pi i^{l}} \mathbf{w}_{\mathbf{N}_{l}^{m}} . \tag{6.22}
\end{align*}
$$

These expressions may be used to prove in a simpler fashion some of the identities shown in this section, namely, (6.11), (6.13) and (6.14):

$$
\begin{array}{rlr}
\nabla\left(j_{l}(\kappa|\mathbf{x}|) Y_{l}^{m}(\mathbf{x})\right) & \stackrel{(2.54)}{=} \frac{\nabla w_{Y_{l}^{m}(\mathbf{x})}}{4 \pi i^{l}}=\frac{\mathbf{w}_{\mathbf{y} \mapsto i \kappa \mathbf{y} Y_{i}^{m}(\mathbf{x})}}{4 \pi i^{l}} & \\
& =\frac{\kappa \mathbf{w}_{\mathbf{Y}^{m}}(\mathbf{x})}{4 \pi i^{l-1}} & =\kappa \mathbf{b}_{\perp, l}^{m}(\mathbf{x}), \\
\nabla \times \mathbf{b}_{1, l}^{m} & =\frac{1}{4 \pi i^{l}}(l(l+1))^{1 / 2} \nabla \times \mathbf{w}_{\mathbf{V}_{l}^{m}} & \\
& \stackrel{(6.21)}{=} \frac{\kappa}{4 \pi i^{l-1}}(l(l+1))^{1 / 2} \mathbf{w}_{\mathbf{y} \mapsto \mathbf{y} \times \mathbf{V}_{l}^{m}} & \\
& \stackrel{(\mathrm{~B} .39)}{=} \frac{-\kappa}{4 \pi i^{l-1}}(l(l+1))^{1 / 2} \mathbf{w}_{\mathbf{U}_{l}^{m}} & =-\kappa \mathbf{b}_{2, l}^{m}, \\
\nabla \times \mathbf{b}_{2, l}^{m} & =\frac{1}{4 \pi i^{l-1}}(l(l+1))^{1 / 2} \nabla \times \mathbf{w}_{\mathbf{U}_{l}^{m}} & \\
& \stackrel{(6.21)}{=} \frac{-\kappa}{4 \pi i^{l}}(l(l+1))^{1 / 2} \mathbf{w}_{\mathbf{y} \mapsto \mathbf{y} \times \mathbf{U}_{l}^{m}} & \\
& \stackrel{(\mathrm{~B} .37)}{=} \frac{\kappa}{4 \pi i^{l}}(l(l+1))^{1 / 2} \mathbf{w}_{\mathbf{V}_{l}^{m}} & =-\kappa \mathbf{b}_{1, l}^{m} .
\end{array}
$$

In [202, Theorem 2, Remark 2] it is proved that the Maxwell-Herglotz fields (i.e., divergence-free Herglotz fields) are dense in the space of the solutions of homogeneous Maxwell's equations with respect to the $H^{k}(D)^{3}$-norm, $1 \leq$ $k \in \mathbb{N}$, if the domain is of class $C^{k, 1}$. Part (ii) of Theorem 6.2.3 extends this result to Lipschitz domains that are star-shaped with respect to a ball (see also Remark 3.3.5 for the analogous scalar case).

### 6.3. Improved $h$-estimates for the Maxwell equations

In Section 6.2 we approximated a solution $\mathbf{E}$ of Maxwell's equations by approximating its curl. This led to estimates whose orders were not sharp. Here we pursue a different policy to obtain better rates of convergence with respect to the size of the domain $h$. We will prove error bounds only for Maxwell generalized harmonic polynomials, the corresponding problem for plane waves is briefly addressed in Remark 6.3.5.

## 6. Approximation of Maxwell solutions

The rationale is the same as the one followed in Chapter 3: using Vekua's theory we reduce the approximation problem to a harmonic one. Theorem 3.2.3 gives error estimates for the Taylor polynomial, here we have to modify it a bit in order to find an approximant which is solution of the Maxwell equations. As before, we will use extensively the properties of vector spherical harmonics described in the Appendix B.5.

From now on we assume $D \subset \mathbb{R}^{3}$ to be a domain that satisfies Assumption 2.2.1 (notice that this is weaker than Assumption 3.1.1 used in Section 6.2).

We define the vector Vekua operators $\mathbf{V}_{1}$ and $\mathbf{V}_{2}=\left(\mathbf{V}_{1}\right)^{-1}$ as the operators acting on continuous vector fields $\mathbf{u}: D \mapsto \mathbb{C}^{3}$, such that on each component they agree with their scalar counterparts $V_{1}$ and $V_{2}$ from Definition 2.2.4. The properties of $V_{1}$ and $V_{2}$ described in Chapter 2 clearly carry over to $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$. Maxwell vector fields are mapped by $\mathbf{V}_{2}$ into a proper subspace of the space of vector valued harmonic functions; this subspace depends on the considered wavenumber.

Equation (2.51) states that

$$
V_{2}\left[\frac{(2 l+1)!}{l!}(2 \kappa)^{-l} j_{l}(\kappa|\mathbf{x}|) Y_{l}^{m}(\mathbf{x})\right]=|\mathbf{x}|^{l} Y_{l}^{m}(\mathbf{x})
$$

We use this scalar identity and the vector Helmholtz solutions $\mathbf{b}_{\nu, l}^{m}$ from (6.9) to define the following harmonic vector fields

$$
\begin{aligned}
\text { for } l & \geq 1,|m| \leq l: \\
\widehat{\mathbf{b}}_{1, l}^{m}(\mathbf{x}): & =-\frac{(2 l+1)!}{l!(2 \kappa)^{l}} \mathbf{V}_{2}\left[\mathbf{b}_{1, l}^{m}\right](\mathbf{x}) \\
& =|\mathbf{x}|^{l} \mathbf{T}_{l}^{m}(\mathbf{x})=\mathcal{T}_{l}^{m}(\mathbf{x}) \stackrel{(\text { B. } 44)}{=}-\mathbf{x} \times \nabla H_{l}^{m}(\mathbf{x}) \\
\widehat{\mathbf{b}}_{2, l}^{m}(\mathbf{x}): & =\frac{(2 l+1)!}{l!(2 \kappa)^{l}} \mathbf{V}_{2}\left[\mathbf{b}_{2, l}^{m}(\mathbf{x})\right. \\
& =\frac{(l+1)}{\kappa} \mathcal{I}_{l-1}^{m}(\mathbf{x})+\frac{l \kappa}{(2 l+1)(2 l+3)} \mathcal{N}_{l+1}^{m}(\mathbf{x}) \\
& \stackrel{(\text { B. } 44)}{=} \frac{1}{\kappa}\left(l+1-\frac{l(\kappa|\mathbf{x}|)^{2}}{(2 l+1)(2 l+3)}\right) \nabla H_{l}^{m}(\mathbf{x})+\frac{l \kappa}{2 l+3} H_{l}^{m}(\mathbf{x}) \mathbf{x}
\end{aligned}
$$

for $l \geq 0,|m| \leq l$ :

$$
\begin{align*}
\widehat{\mathbf{b}}_{\perp, l}^{m}(\mathbf{x}): & =\frac{(2 l+1)!}{l!(2 \kappa)^{l}} \mathbf{V}_{2}\left[\mathbf{b}_{\perp, l}^{m}\right](\mathbf{x}) \\
& =\frac{1}{\kappa} \boldsymbol{I}_{l-1}^{m}(\mathbf{x})-\frac{\kappa}{(2 l+1)(2 l+3)} \boldsymbol{N}_{l+1}^{m}(\mathbf{x}) \\
& \stackrel{(\text { B.44) }}{=} \frac{1}{\kappa}\left(1+\frac{(\kappa|\mathbf{x}|)^{2}}{(2 l+1)(2 l+3)}\right) \nabla H_{l}^{m}(\mathbf{x})-\frac{\kappa}{2 l+3} H_{l}^{m}(\mathbf{x}) \mathbf{x} \tag{6.23}
\end{align*}
$$

Notice that these are complex vector-valued harmonic polynomials but only the $\widehat{\mathbf{b}}_{1, l}^{m}$ 's are homogeneous of degree $l$, while the $\widehat{\mathbf{b}}_{2, l}^{m}$ 's and the $\widehat{\mathbf{b}}_{\perp, l}^{m}$ 's are sums of two homogeneous polynomials of degree $l+1$ and $l-1$.

We can easily invert these expressions:

$$
\begin{align*}
\mathcal{T}_{l}^{m} & =\widehat{\mathbf{b}}_{1, l}^{m} \\
\boldsymbol{I}_{l}^{m} & =\frac{\kappa}{2 l+3}\left(\widehat{\mathbf{b}}_{2, l+1}^{m}+(l+1) \widehat{\mathbf{b}}_{ \pm, l+1}^{m}\right), \\
\boldsymbol{\mathcal { N }}_{l}^{m} & =\frac{2 l+1}{\kappa}\left(\widehat{\mathbf{b}}_{2, l-1}^{m}-l \widehat{\mathbf{b}}_{ \pm, l-1}^{m}\right) . \tag{6.24}
\end{align*}
$$

Let $\phi$ be any harmonic vector field $\boldsymbol{\phi}: D \rightarrow \mathbb{C}^{3}, \boldsymbol{\Delta} \boldsymbol{\phi}=\mathbf{0}$. Since $D$ is open and bounded, $\phi$ is analytic in it (cf. [77, Theorem 10, Sect. 2.2.3]) and can be represented as a Taylor series centered at the point $\mathbf{0}$ (which belongs to $D$, thanks to Assumption 3.1.1):

$$
\begin{equation*}
\phi=\sum_{\substack{l \geq 1 \\|m| \leq l}} a_{\mathcal{T}, l}^{m} \boldsymbol{\mathcal { T }}_{l}^{m}+\sum_{\substack{l \geq 0 \\|m| \leq l+1}} a_{\mathcal{I}, l}^{m} \mathcal{I}_{l}^{m}+\sum_{\substack{l \geq 1 \\|m| \leq l-1}} a_{\mathcal{N}, l}^{m} \boldsymbol{\mathcal { N }}_{l}^{m}, \tag{6.25}
\end{equation*}
$$

for some complex coefficients $a_{\nu, l}^{m}$, where the series converges absolutely and uniformly on every ball contained in $D$ and centered at the origin. This is a legitimate Taylor series because, for every $l \in \mathbb{N}$, the term

$$
\sum_{|m| \leq l} a_{\mathcal{T}, l}^{m} \boldsymbol{\mathcal { T }}_{l}^{m}+\sum_{|m| \leq l+1} a_{\mathcal{I}, l}^{m} \boldsymbol{I}_{l}^{m}+\sum_{|m| \leq l-1} a_{\mathcal{N}, l}^{m} \boldsymbol{\mathcal { N }}_{l}^{m}
$$

is a homogeneous harmonic polynomial of degree $l$, thus the Taylor polynomial of $\boldsymbol{\phi}$ centered in the origin, with order $L+1$ and degree $L$ (see Section 3.2.1), reads

$$
\mathbf{T}_{0}^{L+1}[\boldsymbol{\phi}]=\sum_{\substack{1 \leq l \leq L \\|m| \leq l}} a_{\mathcal{T}, l}^{m} \boldsymbol{\mathcal { T }}_{l}^{m}+\sum_{\substack{0 \leq l \leq L \\|m| \leq l+1}} a_{\mathcal{I}, l}^{m} \boldsymbol{\mathcal { I }}_{l}^{m}+\sum_{\substack{1 \leq l \leq L \\|m| \leq l-1}} a_{\mathcal{N}, l}^{m} \boldsymbol{\mathcal { N }}_{l}^{m}
$$

Notice that if the polynomials $\boldsymbol{\mathcal { T }}_{l}^{m}, \boldsymbol{\mathcal { I }}_{l}^{m}$ and $\boldsymbol{\mathcal { N }}_{l}^{m}$ were not homogeneous, or if the Taylor expansion with respect to a point $\mathbf{x}_{0} \neq \mathbf{0}$ was taken into account, then the coefficients $a_{\mathcal{T}, l}^{m}, a_{\mathcal{I}, l}^{m}$, and $a_{\mathcal{N}, l}^{m}$ would depend on the degree $L$ of the Taylor polynomial and the expression (6.25) would be meaningless. The expansion (6.25) can be written in the $\widehat{\mathbf{b}}_{\nu, l}^{m}$ basis:

$$
\begin{equation*}
\phi=\sum_{\substack{l \geq 1 \\|m| \leq l}}\left(a_{1, l}^{m} \widehat{\mathbf{b}}_{1, l}^{m}+a_{2, l}^{m} \widehat{\mathbf{b}}_{2, l}^{m}\right)+\sum_{\substack{l \geq 0 \\|m| \leq l}} a_{\perp, l}^{m} \widehat{\mathbf{b}}_{\perp, l}^{m}, \tag{6.26}
\end{equation*}
$$

where the two sets of coefficients are related by

$$
\begin{align*}
a_{\mathcal{T}, l}^{m} & =a_{1, l}^{m} \\
a_{\mathcal{I}, l-1}^{m} \boldsymbol{\mathcal { I }}_{l-1}^{m}+a_{\mathcal{N}, l+1}^{m} \boldsymbol{\mathcal { N }}_{l+1}^{m} & =a_{2, l}^{m} \widehat{\mathbf{b}}_{2, l}^{m}+a_{\perp, l}^{m} \widehat{\mathbf{b}}_{\perp, l}^{m}, \tag{6.27}
\end{align*}
$$

that can be made explicit (using (6.24) and (6.23)) as:

$$
\left\{\begin{array}{l}
a_{2, l}^{m}=\frac{\kappa}{2 l+1} a_{\mathcal{I}, l-1}^{m}+\frac{2 l+3}{\kappa} a_{\mathcal{N}, l+1}^{m}, \\
a_{\perp, l}^{m}=\frac{\kappa l}{2 l+1} a_{\mathcal{I}, l-1}^{m}-\frac{(l+1)(2 l+3)}{\kappa} a_{\mathcal{N}, l+1}^{m},
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
a_{\mathcal{I}, l}^{m}=\frac{1}{\kappa}\left((l+2) a_{2, l+1}^{m}+a_{\perp, l+1}^{m}\right) \\
a_{\mathcal{N}, l}^{m}=\frac{\kappa}{(2 l+1)(2 l-1)}\left((l-1) a_{2, l-1}^{m}-a_{\perp, l-1}^{m}\right)
\end{array}\right.
$$

Now we assume that $\mathbf{V}_{1}[\phi]$ is a Maxwell solution (or equivalently $\nabla \cdot \mathbf{V}_{1}[\phi]=$ $0)$. Then $a_{\perp, l}^{m}=0$ for all the possible indices $0 \leq|m| \leq l$ because the inverse vector Vekua operator $\mathbf{V}_{2}$ maps every vector $\mathbf{b}_{\nu, l}^{m}$ into $\widehat{\mathbf{b}}_{\nu, l}^{m}$ (up to a multiplicative constant, see (6.23)). However, the Taylor polynomial of $\phi$ may contain some $\widehat{\mathbf{b}}_{\perp, l}^{m}$ term because the Taylor truncation respects homogeneous polynomials while the $\widehat{\mathbf{b}}_{\perp, l}^{m}$ 's are inhomogeneous for every $l \geq 1$. Now we want to write explicitly those terms in $\mathbf{T}_{0}^{L+1}[\phi]$ :

$$
\begin{align*}
& \mathbf{T}_{0}^{L+1}[\phi] \\
& =\sum_{\substack{1 \leq l \leq L \\
|m| \leq l}} a_{\mathcal{T}, l}^{m} \boldsymbol{\mathcal { T }}_{l}^{m}+\sum_{\substack{0 \leq \leq \leq L \\
|m| \leq l+1}} a_{\mathcal{I}, l}^{m} \mathcal{I}_{l}^{m}+\sum_{\substack{1 \leq l \leq L \\
|m| \leq l-1}} a_{\mathcal{N}, l}^{m} \mathcal{N}_{l}^{m} \\
& =\sum_{\substack{1 \leq l \leq L \\
|m| \leq l}} a_{\mathcal{T}, l}^{m} \mathcal{T}_{l}^{m}+\sum_{\substack{1 \leq l \leq L+1 \\
|m| \leq l}}\left(a_{\substack{m \\
m}}^{m} \mathcal{I}_{l-1}^{m}+a_{\mathcal{N}, l+1}^{m} \mathcal{N}_{l+1}^{m}\right)-\sum_{\substack{L+1 \leq l \leq L+2 \\
|m| \leq l-1}} a_{\mathcal{N}, l}^{m} \mathcal{N}_{l}^{m} \\
& \stackrel{(6.27)}{=} \sum_{\substack{1 \leq l \leq L \\
|m| \leq l}} a_{1, l}^{m} \widehat{\mathbf{b}}_{1, l}^{m}+\sum_{\substack{1 \leq l \leq L+1 \\
|m| \leq l}} a_{2, l}^{m} \widehat{\mathbf{b}}_{2, l}^{m}-\sum_{\substack{L+1 \leq l \leq L+2 \\
|m| \leq l-1}} a_{\mathcal{N}, l}^{m} \mathcal{N}_{l}^{m} . \tag{6.28}
\end{align*}
$$

Notice that the term $\boldsymbol{\mathcal { N }}_{1}^{0}$ vanishes because the coefficient $a_{\mathcal{N}, 1}^{0}$ is zero.
In Theorem (3.2.3) (a special version of the Bramble-Hilbert theorem) we have proved an error estimate in $h$ for harmonic functions approximated by their Taylor polynomials. Here we want to use as approximant only the $\widehat{\mathbf{b}}_{1, l}^{m} / \widehat{\mathbf{b}}_{2, l}^{m}$ part of $\mathbf{T}_{0}^{L+1}[\boldsymbol{\phi}]$, so we have to estimate the difference, given in (6.28) by the terms containing $a_{\mathcal{N}, l}^{m} \mathcal{N}_{l}^{m}$ for $l=L+1$ and $l=L+2$.
We recall that the $\boldsymbol{\mathcal { N }}_{l}^{m}$ 's are homogeneous vector harmonic polynomials of degree $l$. Thus we can compute their $L^{2}$-norm in a ball. Using interior estimates for harmonic functions and $d\left(D, \partial B_{h}\right) \geq \rho h$, we have, for every admissible $l, m$ and $j \in \mathbb{N}$, and for $\mathcal{X} \in\{\mathcal{T}, \mathcal{I}, \mathcal{N}\}$ :

$$
\begin{align*}
j>l: \quad\left|\mathcal{X}_{l}^{m}\right|_{j, D} & =0, \\
0 \leq j \leq l: \quad\left|\mathcal{X}_{l}^{m}\right|_{j, D} & \stackrel{(2.30)}{\leq} C_{j}(h \rho)^{-j}\left|\mathcal{X}_{l}^{m}\right|_{0, B_{h}} \\
& =C_{j}(h \rho)^{-j}\left(\int_{0}^{h} r^{2} r^{2 l} \int_{\mathbb{S}^{2}}\left|\mathbf{X}_{l}^{m}(\mathbf{y})\right|^{2} \mathrm{~d} S(\mathbf{y}) \mathrm{d} r\right)^{1 / 2} \\
& \stackrel{(\mathrm{~B} .46)}{=} C_{j}(h \rho)^{-j}\left(\frac{h^{2 l+3}}{2 l+3}(l+1)(2 l+3)\right)^{1 / 2} \\
& =C_{j}(l+1)^{1 / 2} \rho^{-j} h^{l+\frac{3}{2}-j}, \tag{6.29}
\end{align*}
$$

where the constant $C_{j}$ depends only on $j$. The estimates (6.29) might be modified by using the ball $B_{2 h}$ instead of $B_{h}$ : with this choice the factor $\rho^{-j}$ on the right-hand side must be substituted by $2^{l}$.

We use a technique similar to the one used in the proof of Lemma 3.4.8: we bound from below the $k$-th Sobolev seminorm of $\phi$ in $D$ with the $L^{2}$-norm of its radial derivative of order $k$ in a small ball. Given $\phi$ as in (6.25), $r:=|\mathbf{x}|$,

$$
\begin{aligned}
|\boldsymbol{\phi}|_{k, D}^{2} \geq & \left\|\frac{\partial^{k} \boldsymbol{\phi}}{\partial r^{k}}\right\|_{B_{\rho h}}^{2} \\
= & \int_{0}^{\rho h} \int_{\mathbb{S}^{2}} r^{2} \left\lvert\, \sum_{l \geq k} r^{l-k} \frac{l!}{(l-k)!}\left(\sum_{0 \leq|m| \leq l} a_{\mathcal{T}, l}^{m} \mathbf{T}_{l}^{m}(\mathbf{y})\right.\right. \\
& \left.+\sum_{0 \leq|m| \leq l+1} a_{\mathcal{I}, l}^{m} \mathbf{I}_{l}^{m}(\mathbf{y})+\sum_{0 \leq|m| \leq l-1} a_{\mathcal{N}, l}^{m} \mathbf{N}_{l}^{m}(\mathbf{y})\right)\left.\right|^{2} \mathrm{~d} S(\mathbf{y}) \mathrm{d} r \\
\stackrel{(\mathrm{~B} .46)}{=} & \sum_{l \geq k}(\rho h)^{2 l-2 k+3} \frac{1}{2 l-2 k+3} \frac{l!^{2}}{(l-k)!^{2}}\left(\sum_{0 \leq|m| \leq l}\left|a_{\mathcal{T}, l \mid}^{m}\right|^{2} l(l+1)\right. \\
& \left.\quad+\sum_{0 \leq|m| \leq l+1}\left|a_{\mathcal{I}, l}^{m}\right|^{2}(l+1)(2 l+3)+\sum_{0 \leq|m| \leq l-1}\left|a_{\mathcal{N}, l}^{m}\right|^{2} l(2 l-1)\right)
\end{aligned}
$$

notice that the last step relies on the orthogonality in $L^{2}\left(\mathbb{S}^{2}\right)^{3}$ of the considered fields. Since all the summands in the last expression are positive, for every admissible $l$ and $m$ and for $0 \leq k \leq l$,

$$
\begin{align*}
& \left|a_{\mathcal{T}, l}^{m}\right| \leq \frac{1}{(\rho h)^{l-k+\frac{3}{2}}} \frac{(l-k)!}{l!}\left(\frac{2 l-2 k+3}{l(l+1)}\right)^{1 / 2}|\phi|_{k, D} \\
& \left|a_{\mathcal{I}, l}^{m}\right| \leq \frac{1}{(\rho h)^{l-k+\frac{3}{2}}} \frac{(l-k)!}{l!}\left(\frac{2 l-2 k+3}{(l+1)(2 l+3)}\right)^{1 / 2}|\phi|_{k, D}, \\
& \left|a_{\mathcal{N}, l}^{m}\right| \leq \frac{1}{(\rho h)^{l-k+\frac{3}{2}}} \frac{(l-k)!}{l!}\left(\frac{2 l-2 k+3}{l(2 l-1)}\right)^{1 / 2}|\phi|_{k, D} \tag{6.30}
\end{align*}
$$

We have collected all the ingredients to prove an error bound for the approximation of $\phi$ by a linear combination of $\widehat{\mathbf{b}}_{1, l}^{m}$ 's and $\widehat{\mathbf{b}}_{2, l}^{m}$ 's.

Lemma 6.3.1. Let $D$ be a domain as in Assumption 2.2.1, $L \geq 1$ and $\phi \in$ $H^{L+1}(D)^{3}$ be a harmonic vector field. Moreover, we assume that $\phi$ is the image under $\mathbf{V}_{2}$ of a Maxwell solution, namely, we can write it as in (6.26) with all the coefficients $a_{\perp, l}^{m}$ equal to zero. We define a truncation of $\phi$ :

$$
\mathbf{P}_{L+2}:=\sum_{\substack{1 \leq l \leq L \\ 0 \leq|m| \leq l}} a_{1, l}^{m} \widehat{\mathbf{b}}_{1, l}^{m}+\sum_{\substack{1 \leq l \leq L+1 \\ 0 \leq|m| \leq l}} a_{2, l}^{m} \widehat{\mathbf{b}}_{2, l}^{m}
$$

which is a vector harmonic polynomials of degree at most $L+2$. Then, for every $j \leq L, \mathbf{P}_{L+2}$ approximates $\phi$ with the estimate

$$
\begin{equation*}
\left|\phi-\mathbf{P}_{L+2}\right|_{j, D} \leq C(3 \sqrt{2})^{L-j} \rho^{-\max \{(L+1-j) / 2, j+5 / 2\}} h^{L+1-j}|\phi|_{L+1, D} \tag{6.31}
\end{equation*}
$$

where the constant $C$ depends only on $j$.

Proof. In Theorem 3.2.3 we proved an estimate for $\boldsymbol{\Phi}-\mathbf{T}_{0}^{L+1}[\boldsymbol{\phi}]$ and in (6.28) we have shown an explicit expansion of $\mathbf{T}_{0}^{L+1}[\boldsymbol{\phi}]-\mathbf{P}_{L+2}$. We join the two results via the triangular inequality:

$$
\begin{aligned}
& \left|\phi-\mathbf{P}_{L+2}\right|_{j, D} \leq\left|\phi-\mathbf{T}_{0}^{L+1}[\boldsymbol{\phi}]\right|_{j, D}+\left|\mathbf{T}_{0}^{L+1}[\phi]-\mathbf{P}_{L+2}\right|_{j, D} \\
& \stackrel{\substack{(3.9) \\
(6.28)}}{\leq}(2(1-\rho) / \rho)^{(L+1-j) / 2} \frac{1+j}{2 \pi\left\lceil\frac{L+1-j}{3}\right\rceil} 3^{L-j+5 / 2} h^{L+1-j}|\phi|_{L+1, D} \\
& \quad+\left|\sum_{\substack{L+1 \leq l \leq L+2 \\
|m| \leq L-1}} a_{\mathcal{N}, l}^{m} \boldsymbol{N}_{l}^{m}\right|_{j, D} \\
& \stackrel{\substack{(6.29) \\
(6.30)}}{\leq} C_{j}(3 \sqrt{2})^{L-j} \rho^{-(L+1-j) / 2} h^{L+1-j}|\phi|_{L+1, D} \\
& \quad+C_{j} \rho^{-L+k-j-7 / 2} h^{k-j}|\phi|_{k, D} \quad(0 \leq k \leq L+1) \\
& \stackrel{k=L+1}{\leq} C_{j}(3 \sqrt{2})^{L-j} \rho^{-\max \{(L+1-j) / 2, j+5 / 2\}} h^{L+1-j}|\phi|_{L+1, D} .
\end{aligned}
$$

The continuity of the Vekua operators gives the final $h$-estimate for Maxwell generalized harmonic polynomials.

Theorem 6.3.2. Let $D$ be a domain as in Assumption 2.2.1, $L \geq 1$ and $\mathbf{E} \in H^{L+1}(D)^{3}$ be a solution of the Maxwell equations (6.1). Then there exists a Maxwell generalized harmonic polynomial $\mathbf{Q}_{L+2}$ of degree at most $L+2$, that can be written in the form

$$
\begin{equation*}
\mathbf{Q}_{L+2}=\sum_{\substack{1 \leq l \leq L \\ 0 \leq|m| \leq l}} A_{1, l}^{m} \mathbf{b}_{1, l}^{m}+\sum_{\substack{1 \leq l \leq L+1 \\ 0 \leq|m| \leq l}} A_{2, l}^{m} \mathbf{b}_{2, l}^{m}, \tag{6.32}
\end{equation*}
$$

such that it approximates $\mathbf{E}$ with the error bound

$$
\begin{align*}
&\left\|\mathbf{E}-\mathbf{Q}_{L+2}\right\|_{j, \kappa, D} \leq C \rho^{-\max \{L / 2, j+2\}-5 / 2}(3 \sqrt{2} e)^{L}(L+2)^{5} \\
& \cdot\left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h} h^{L+1-j}\|\mathbf{E}\|_{L+1, \kappa, D}, \tag{6.33}
\end{align*}
$$

for every $0 \leq j \leq L$. The constant $C$ depends only on $j$.
Proof. The Vekua transform $\boldsymbol{\Phi}:=\mathbf{V}_{2}[\mathbf{E}]$ is a harmonic vector field in $D$, therefore it can be written as (6.26); moreover $a_{\perp, l}^{m}=0$ because $\mathbf{E}$ is a Maxwell solution. We define $\mathbf{Q}_{L+2}:=\mathbf{V}_{1}\left[\mathbf{P}_{L+2}\right]$, where $\mathbf{P}_{L+2}$ is the vector harmonic polynomial provided by Lemma 6.3.1. Clearly, $\mathbf{Q}_{L+2}$ can be written as (6.32). The assertion easily follows:

$$
\left\|\mathbf{E}-\mathbf{Q}_{L+2}\right\|_{j, \kappa, D} \stackrel{(2.9)}{\leq} C \rho^{-1}\left(1+(\kappa h)^{2}\right)\left\|\mathbf{V}_{2}[\mathbf{E}]-\mathbf{P}_{L+2}\right\|_{j, \kappa, D}
$$

$$
\begin{aligned}
& \stackrel{(6.31)}{\leq} C \rho^{-1}\left(1+(\kappa h)^{2}\right)(3 \sqrt{2})^{L} \rho^{-\max \{L / 2, j+2\}-1 / 2} \\
& \cdot\left(\sum_{j_{0}=0}^{j} \kappa^{2\left(j-j_{0}\right)} h^{2\left(L+1-j_{0}\right)}\left|\mathbf{V}_{2}[\mathbf{E}]\right|_{L+1, D}^{2}\right)^{1 / 2} \\
& \leq C \rho^{-\max \{L / 2, j+2\}-3 / 2}\left(1+(\kappa h)^{2+j}\right)(3 \sqrt{2})^{L} h^{L+1-j}\left|\mathbf{V}_{2}[\mathbf{E}]\right|_{L+1, D} \\
& \stackrel{(2.12)}{\leq} C \rho^{-\max \{L / 2, j+2\}-5 / 2}\left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h}(3 \sqrt{2} e)^{L}(L+2)^{5} \\
& \cdot h^{L+1-j}\|\mathbf{E}\|_{L+1, \kappa, D} .
\end{aligned}
$$

We can easily see that the bound (6.33) compares favorably with (6.17), the analogous one proved using the potential representation technique developed in Section 6.2.2. The two bounds provide algebraic orders of convergence in $h$ equal to $L+1-j$ but the error is measured in $H^{j-1}(D)^{3}$ and $H^{j}(D)^{3}$-norm in (6.17) and in (6.33), respectively. The norm that appears at the right-hand side is the $H^{L+1}(D)^{3}$-norm of $\nabla \times \mathbf{E}$ and $\mathbf{E}$, respectively. Notice that the approximating spaces used in the two theorems are slightly different, even if they have the same dimension: in the first case only the $\mathbf{b}_{1, l}^{m}$ 's terms are allowed to reach $l=L+1$, in the second case, only the $\mathbf{b}_{2, l}^{m}$ 's can reach $l=L+1$. This also implies that the degrees of the vector generalized harmonic polynomials in the two cases are at most $L+1$ and $L+2$, respectively.

We note that the vector fields in the form (6.32) do not represent all the Maxwell generalized harmonic polynomials of degree at most $L+2$ : for instance the $\mathbf{b}_{1, L+1}^{m}$ 's have only degree $L+1$ and are not part of this set. However, every Maxwell generalized harmonic polynomials of degree at most $L$ can be written in this way.
Remark 6.3.3. From the discussion made in this section it should be clear why this approach is not viable for $p$-estimates, i.e., to prove convergence with respect to $L$ as the bound (6.18). Indeed, a crucial step here was the explicit knowledge of the harmonic polynomial that approximates $\mathbf{V}_{2}[\mathbf{E}]$, namely, the Taylor polynomial. The p-estimates proved in Chapter 3 (e.g., the ones in Theorem 3.2.12) rely on the abstract results of [19], where the existence of the approximating functions is proved via a complicated Hahn-Banach argument (see [19, p. 79]), so we have no concrete grasp on the polynomial.
Remark 6.3.4. The choice of accepting more $\mathbf{b}_{2, l}^{m}$ 's than $\mathbf{b}_{1, l}^{m}$ 's in the approximating field may look arbitrary but is needed to prove the desired order in $h$. For instance, if we used a Maxwell generalized harmonic polynomial in the more natural form

$$
\widetilde{\mathbf{Q}}_{L+1}=\sum_{\substack{1 \leq l \leq L \\ 0 \leq|m| \leq l}} A_{1, l}^{m} \mathbf{b}_{1, l}^{m}+A_{2, l}^{m} \mathbf{b}_{2, l}^{m}
$$

then formula (6.28) would read

$$
\mathbf{T}_{0}^{L+1}[\phi]
$$

$$
\stackrel{(6.27)}{=} \sum_{\substack{1 \leq l \leq L \\|m| \leq l}} a_{1, l}^{m} \widehat{\mathbf{b}}_{1, l}^{m}+\sum_{\substack{1 \leq l \leq L \\|m| \leq l}} a_{2, l}^{m} \widehat{\mathbf{b}}_{2, l}^{m}+\sum_{|m| \leq L+1} a_{\mathcal{I}, L}^{m} \boldsymbol{\mathcal { I }}_{L}^{m}-\sum_{|m| \leq L} a_{\mathcal{N}, L+1}^{m} \boldsymbol{\mathcal { N }}_{L+1}^{m}
$$

and, in the proof of Lemma 6.3.1, we would be forced to choose $k=L$ because of the conditions on (6.30). The final estimate would read

$$
\begin{aligned}
\left\|\mathbf{E}-\widetilde{\mathbf{Q}}_{L+1}\right\|_{j, \kappa, D} \leq C(j, \rho, L) & \left(1+(\kappa h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \kappa h} \\
& \cdot\left(h^{L-j}\|\mathbf{E}\|_{L, \kappa, D}+h^{L+1-j}\|\mathbf{E}\|_{L+1, \kappa, D}\right)
\end{aligned}
$$

that is less satisfactory than (6.33).
Remark 6.3.5. In Section 3.4 we studied how to transfer approximation properties of scalar generalized harmonic polynomials to plane waves. It might be possible to repeat the same procedure in the Maxwell setting. Here we give an idea about how this proof could be accomplished.

The link between spherical and plane waves is given by the Jacobi-Anger expansion (B.35) that has been generalized to the vector case in the identity (B.53). Here we show a modified Jacobi-Anger expansion that couples tangential spherical harmonics $\left(\mathbf{U}_{l}^{m}\right.$ and $\mathbf{V}_{l}^{m}$ ) with Maxwell fields ( $\mathbf{b}_{1, l}^{m}$ and $\left.\mathbf{b}_{2, l}^{m}\right)$ and radial spherical harmonics $\left(\mathbf{Y}_{l}^{m}\right)$ with curl-free fields $\left(\mathbf{b}_{\perp, l}^{m}\right)$ :

$$
\begin{aligned}
& e^{i r \mathbf{x} \cdot \mathbf{y}} \mathrm{Id}_{3} \stackrel{(\mathrm{~B} .53)}{=} 4 \pi \sum_{l \geq 0} i^{l} j_{l}(r) \sum_{\nu \in\{-1,0,1\}} \sum_{|m| \leq l-\nu} \mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{x}) \otimes \overline{\mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{y})} \\
& =4 \pi \sum_{\nu \in\{-1,0,1\}} \sum_{l \geq-\nu} i^{l+\nu} j_{l+\nu}(r) \sum_{|m| \leq l} \mathbf{Y}_{\nu, l}^{m}(\mathbf{x}) \otimes \overline{\mathbf{Y}_{\nu, l}^{m}(\mathbf{y})} \\
& \stackrel{(\mathrm{B.47)}}{\stackrel{(6.9)}{=}} 4 \pi \sum_{l \geq 1} \sum_{|m| \leq l} i^{l}(l(l+1))^{-1 / 2} \mathbf{b}_{1, l}^{m}(r \mathbf{x}) \otimes \overline{\mathbf{V}_{l}^{m}(\mathbf{y})} \\
& \quad-4 \pi \sum_{l \geq 1} \sum_{|m| \leq l} i^{l} \frac{i}{l(2 l+1)} j_{l-1}(r) \mathbf{I}_{l-1}^{m}(\mathbf{x}) \otimes \overline{\mathbf{I}_{l-1}^{m}(\mathbf{y})} \\
& \quad+4 \pi \sum_{l \geq 0} \sum_{|m| \leq l} i^{l} \frac{i}{(l+1)(2 l+1)} j_{l+1}(r) \mathbf{N}_{l+1}^{m}(\mathbf{x}) \otimes \overline{\mathbf{N}_{l+1}^{m}(\mathbf{y})}
\end{aligned}
$$

$$
\begin{align*}
& \stackrel{(\mathrm{B.49)}}{\stackrel{(6.9)}{=}} 4 \pi \sum_{l \geq 1} \sum_{|m| \leq l} i^{l}(l(l+1))^{-1 / 2}\left(\mathbf{b}_{1, l}^{m}(r \mathbf{x}) \otimes \overline{\mathbf{V}_{l}^{m}(\mathbf{y})}-i \mathbf{b}_{2, l}^{m}(r \mathbf{x}) \otimes \overline{\mathbf{U}_{l}^{m}(\mathbf{y})}\right) \\
& -4 \pi \sum_{l \geq 0} \sum_{|m| \leq l} i^{l+1} \mathbf{b}_{\perp, l}^{m}(r \mathbf{x}) \otimes \overline{\mathbf{Y}_{l}^{m}(\mathbf{y})} \\
& \quad r>0, \quad \mathbf{x}, \mathbf{y} \in \mathbb{S}^{2} ; \tag{6.34}
\end{align*}
$$

the last step can be easily verified backwards. When multiplied with a unit constant vector $\mathbf{a}$ such that $\mathbf{a} \cdot \mathbf{y}=0$ (or $\mathbf{a}=\mathbf{y}$ ), the identity (6.34) implies that a Maxwell (or a curl-free) vector plane wave can be expanded in a series of Maxwell (or curl-free, respectively) generalized harmonic polynomials; in a sense we need the other way round.

As in the proof of Theorem 6.2.1, for every $q \in \mathbb{N}$ we fix $p=(q+1)^{2}$ propagation directions $\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p} \subset \mathbb{S}^{2}$ (chosen such that the matrix $\mathbf{M}$ of (3.32) is invertible) and $3 p$ corresponding vector plane waves:

$$
\left\{\mathbf{w}_{\nu, \ell}(\mathbf{x}):=\mathbf{a}_{\nu, \ell} e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}}\right\}_{\substack{1 \leq \ell \leq p \\ \nu=1,2, \perp}}
$$

where $\mathbf{a}_{\nu, \ell} \in \mathbb{S}^{2}, \mathbf{a}_{1, \ell} \cdot \mathbf{d}_{\ell}=0, \mathbf{a}_{2, \ell}=\mathbf{a}_{1, \ell} \times \mathbf{d}_{\ell}$, and $\mathbf{a}_{\perp, \ell}=\mathbf{d}_{\ell}$. If we proceed as in the proof of Lemma 3.4.8 and we use a linear combination of these plane waves to approximate a vector generalized harmonic polynomial

$$
\mathbf{Q}_{L}=\sum_{\substack{1 \leq l \leq L \\ 0 \leq|m| \leq l}}\left(A_{1, l}^{m} \mathbf{b}_{1, l}^{m}+A_{2, l}^{m} \mathbf{b}_{2, l}^{m}\right)+\sum_{\substack{0 \leq l \leq L \\ 0 \leq|m| \leq l}} A_{\perp, l}^{m} \mathbf{b}_{\perp, l}^{m}
$$

we obtain

$$
\begin{aligned}
& \mathbf{Q}_{L}(\mathbf{x})-\sum_{\substack{\ell^{\prime}=0, \ldots, p \\
\nu^{\prime} \in\{1,2, \perp\}}} \alpha_{\nu^{\prime}, \ell^{\prime}} \mathbf{w}_{\nu^{\prime}, \ell^{\prime}}(\mathbf{x}) \\
& =\mathbf{Q}_{L}(\mathbf{x})-\sum_{\substack{\ell^{\prime}=0, \ldots, p \\
\nu^{\prime} \in\{1,2, \perp\}}} \alpha_{\nu^{\prime}, \ell^{\prime}}\left(e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell^{\prime}}} \operatorname{Id}_{3}\right) \cdot \mathbf{a}_{\nu^{\prime}, \ell^{\prime}} \\
& \stackrel{(6.34)}{=} \mathbf{Q}_{L}(\mathbf{x})-4 \pi \sum_{\substack{l \geq 0 \\
|m| \leq l}} i^{l} \sum_{\substack{\ell^{\prime}=0, \ldots, p \\
\nu^{\prime} \in\{1,2, \perp\}}} \alpha_{\nu^{\prime}, l^{\prime}}\left[(l(l+1))^{-1 / 2} \mathbf{b}_{1, l}^{m}(\mathbf{x}) \otimes \overline{\mathbf{V}_{l}^{m}\left(\mathbf{d}_{\ell^{\prime}}\right)}\right. \\
& \left.-i(l(l+1))^{-1 / 2} \mathbf{b}_{2, l}^{m}(\mathbf{x}) \otimes \overline{\mathbf{U}_{l}^{m}\left(\mathbf{d}_{\ell^{\prime}}\right)}-i \mathbf{b}_{\perp, l}^{m}(\mathbf{x}) \otimes \overline{\mathbf{Y}_{l}^{m}\left(\mathbf{d}_{\ell^{\prime}}\right)}\right] \cdot \mathbf{a}_{\nu^{\prime}, \ell^{\prime}} \\
& =\sum_{\substack{1 \leq l \leq L \\
0 \leq|m| \leq l}}\left(A_{1, l}^{m} \mathbf{b}_{1, l}^{m}+A_{2, l}^{m} \mathbf{b}_{2, l}^{m}\right) \\
& -4 \pi \sum_{\substack{l \geq 0 \\
|m| \leq l}} i^{l} \sum_{\substack{\ell^{\prime}=0, \ldots, p \\
\nu^{\prime} \in\{1,2\}}} \alpha_{\nu^{\prime}, \ell^{\prime}}\left[(l(l+1))^{-1 / 2}\left(\overline{\mathbf{V}_{l}^{m}\left(\mathbf{d}_{\ell^{\prime}}\right)} \cdot \mathbf{a}_{\nu^{\prime}, l^{\prime}}\right) \mathbf{b}_{1, l}^{m}(\mathbf{x})\right. \\
& \left.-i(l(l+1))^{-1 / 2}\left(\overline{\mathbf{U}_{l}^{m}\left(\mathbf{d}_{\ell^{\prime}}\right)} \cdot \mathbf{a}_{\nu^{\prime}, l^{\prime}}\right) \mathbf{b}_{2, l}^{m}(\mathbf{x})\right] \\
& +\sum_{\substack{0 \leq l \leq L \\
0 \leq|m| \leq l}} A_{\perp, l}^{m} \mathbf{b}_{\perp, l}^{m}+4 \pi \sum_{\substack{l \geq 0 \\
|m| \leq l}} i^{l} \sum_{\ell^{\prime}=0, \ldots, p} \alpha_{\perp, \ell^{\prime}} i\left(\overline{\mathbf{Y}_{l}^{m}\left(\mathbf{d}_{\ell^{\prime}}\right)} \cdot \mathbf{a}_{\perp, \ell^{\prime}}\right) \mathbf{b}_{\perp, l}^{m}(\mathbf{x})
\end{aligned}
$$

using $\mathbf{V}_{l}^{m}(\mathbf{d}) \cdot \mathbf{d}=\mathbf{U}_{l}^{m}(\mathbf{d}) \cdot \mathbf{d}=0$ and the fact that $\mathbf{Y}_{l}^{m}(\mathbf{d})$ is parallel to d. The relevant point of this identity is that the coefficients $\alpha_{1, \ell}$ and $\alpha_{2, \ell}$ (and $\alpha_{\perp, \ell}$ ) of the Maxwell (and curl-free) plane waves are multiplied with the Maxwell (and curl-free) generalized harmonic polynomials $\mathbf{b}_{1, l}^{m}$ and $\mathbf{b}_{2, l}^{m}$ (and $\mathbf{b}_{\perp, l}^{m}$, respectively) only. Thus, in order to approximate a Maxwell (or curl-free) generalized harmonic polynomial, only the Maxwell (or curl-free, respectively) plane waves give a contribution in the basis $\mathbf{b}_{\nu, l}^{m}$.

Lemma 3.4.8 provides coefficients $\alpha_{\nu, \ell}$ such that all the lower order terms (in $l$ ) of the previous expansion vanish; this is a main step in the proof of an
error estimate. What is left to prove, is that the non-Maxwell plane waves $\mathbf{w}_{\perp, \ell}$ can be dropped (i.e., the $\alpha_{\perp, \ell}$ 's set to zero) if the coefficients $A_{\perp, l}^{m}$ are zero, i.e., $\mathbf{Q}_{L}$ is a Maxwell generalized harmonic polynomial, for instance that one given by Theorem 6.3.2. For this purpose the identity shown above might be useful because the non-Maxwell plane waves are put in relation with the non-Maxwell spherical waves only, thanks to (6.34).

### 6.4. Plane wave approximation in linear elasticity

The time-harmonic elastic wave equation (Navier equation) that arises naturally in linear elasticity theory, is an example of a vector wave propagation PDE and shares many properties with Maxwell's equations. Several nonpolynomial finite element methods have been designed for its discretization; see for instance the schemes described in [123, 130, 138, 139, 207].

Best approximation estimates for elastic plane wave spaces seem not to be available. Here, using a balanced choice of pressure and shear waves, we obtain an approximation error bound with algebraic orders of convergence both in the diameter $h$ of the considered domain and in the dimension $p$ of the approximating space.
The proof follows closely the corresponding one for the Maxwell problem described in Theorem 6.2.1. It is based on a potential representation of timeharmonic elastic solutions (see Section 6.4.1 below), in particular it relies on the approximation of the scalar and vector potentials using Helmholtz- and Maxwell-type plane waves, respectively. The final convergence estimate is not expected to be sharp since one order of convergence is lost through the representation formula. Error bounds for vector generalized harmonic polynomials are not considered here but they might be proved following the ideas used in Section 6.2.2. The results of this section are also presented in [149].

### 6.4.1. Potential representation in linear elasticity

In this section we define Navier's equation and we briefly study a special Helmholtz decomposition of the displacement field, sometimes called Lamé's solution. For a more comprehensive treatment of potential representations in (time-dependent) elasticity problems we refer to Sections 1 and 2 of [185]. A different representation through a single vector potential that is solution of the iterated Helmholtz equation can be found in [162]; a similar one (for the static case) is described in [76].
Time-harmonic elastic wave propagation in a homogeneous medium and in absence of body forces is described in frequency domain by Navier's equation (cf. [98, Sect. 5.1.1]):

$$
\begin{equation*}
(\lambda+2 \mu) \nabla(\nabla \cdot \mathbf{u})-\mu \nabla \times(\nabla \times \mathbf{u})+\omega^{2} \rho \mathbf{u}=\mathbf{0} \quad \text { in } D, \tag{6.35}
\end{equation*}
$$

supplemented by appropriate boundary conditions (for example the generalized impedance b. c. in [123, eq. (2.4)] which includes the traction and displacement ones, see Section 1.1.3); here

$$
D \subset \mathbb{R}^{3} \text { is an open bounded Lipschitz domain, }
$$

$$
\begin{aligned}
\mathbf{u}: D \rightarrow \mathbb{R}^{3} & \text { is the displacement vector field, } \\
\omega>0 & \text { is the angular frequency, } \\
\lambda, \mu>0 & \text { are the Lamé constants, and } \\
\rho>0 & \text { is the density of the medium. }
\end{aligned}
$$

We assume $\lambda, \mu, \rho$ and $\omega$ to be constant in $D$, and define the wavenumber of pressure (longitudinal) and shear (transverse) waves, respectively, as:

$$
\omega_{P}:=\omega\left(\frac{\rho}{\lambda+2 \mu}\right)^{\frac{1}{2}}, \quad \omega_{S}:=\omega\left(\frac{\rho}{\mu}\right)^{\frac{1}{2}}
$$

Remark 6.4.1. Thanks to the identity $\nabla(\nabla \cdot)=\boldsymbol{\Delta}+\nabla \times(\nabla \times), \boldsymbol{\Delta}$ being the vector Laplacian, equation (6.35) can be written as

$$
(\lambda+\mu) \nabla(\nabla \cdot \mathbf{u})+\mu \boldsymbol{\Delta} \mathbf{u}+\omega^{2} \rho \mathbf{u}=\mathbf{0} \quad \text { in } D .
$$

We denote by $\mathbf{D v}$ the Jacobian of the vector field $\mathbf{v}$, by $\mathbf{D}^{S} \mathbf{v}=\frac{1}{2}\left(\mathbf{D v}+\mathbf{D}^{\top} \mathbf{v}\right)$ the symmetric gradient (or Cauchy's strain tensor), by div the (row-wise) vector divergence of matrix fields, and by $\mathrm{Id}_{3}$ the $3 \times 3$ identity matrix. Using the identity $2 \operatorname{div} \mathbf{D}^{S}=\nabla(\nabla \cdot)+\boldsymbol{\Delta}=2 \nabla(\nabla \cdot)-\nabla \times(\nabla \times)$, equation (6.35) can be written in the form

$$
\operatorname{div} \boldsymbol{\sigma}+\omega^{2} \rho \mathbf{u}=\mathbf{0}
$$

where $\boldsymbol{\sigma}:=2 \mu \mathbf{D}^{S} \mathbf{u}+\lambda \operatorname{Id}_{3} \nabla \times \mathbf{u}$ is the Cauchy stress tensor.
In this section we assume $\mathbf{u}$ to be a solution of (6.35) in the sense of distributions; we define the scalar and vector potential, respectively, as

$$
\begin{equation*}
\chi:=-\frac{\lambda+2 \mu}{\omega^{2} \rho} \nabla \cdot \mathbf{u}=-\frac{\nabla \cdot \mathbf{u}}{\omega_{P}^{2}}, \quad \boldsymbol{\psi}:=\frac{\mu}{\omega^{2} \rho} \nabla \times \mathbf{u}=\frac{\nabla \times \mathbf{u}}{\omega_{S}^{2}} \tag{6.36}
\end{equation*}
$$

From (6.35), we can use these potentials to represent $\mathbf{u}$ :

$$
\begin{equation*}
\mathbf{u}=-\frac{\lambda+2 \mu}{\omega^{2} \rho} \nabla(\nabla \cdot \mathbf{u})+\frac{\mu}{\omega^{2} \rho} \nabla \times(\nabla \times \mathbf{u})=\nabla \chi+\nabla \times \boldsymbol{\psi} \tag{6.37}
\end{equation*}
$$

which is a Helmholtz decomposition of the displacement field. Moreover, the scalar and the vector potentials satisfy Helmholtz's and Maxwell's equations, respectively:

$$
\begin{aligned}
& -\Delta \chi-\omega_{P}^{2} \chi \stackrel{(6.36), \Delta=\nabla \cdot \nabla}{=} \nabla \cdot \nabla \frac{\nabla \cdot \mathbf{u}}{\omega_{P}^{2}}+\nabla \cdot \mathbf{u} \\
& \stackrel{(6.35)}{=} \frac{1}{\omega_{P}^{2}} \nabla \cdot\left(\frac{\mu}{\lambda+2 \mu} \nabla \times(\nabla \times \mathbf{u})-\omega_{P}^{2} \mathbf{u}\right)+\nabla \cdot \mathbf{u} \\
& \stackrel{\nabla \cdot(\nabla \times)=0}{=} 0, \\
& \nabla \times(\nabla \times \boldsymbol{\psi})-\omega_{S}^{2} \boldsymbol{\psi} \stackrel{(6.36)}{=} \nabla \times\left(\nabla \times \frac{\nabla \times \mathbf{u}}{\omega_{S}^{2}}\right)-\nabla \times \mathbf{u} \\
& \stackrel{(6.35)}{=} \frac{1}{\omega_{S}^{2}} \nabla \times\left(\frac{\lambda+2 \mu}{\mu} \nabla(\nabla \cdot \mathbf{u})+\omega_{S}^{2} \mathbf{u}\right)-\nabla \times \mathbf{u}
\end{aligned}
$$

$$
\begin{equation*}
\stackrel{\nabla \times \nabla}{=}=\mathbf{0} \mathbf{0} . \tag{6.38}
\end{equation*}
$$

As a consequence, the vector potential $\boldsymbol{\psi}$ satisfies also $\nabla \cdot \boldsymbol{\psi}=0$ and the vector Helmholtz equation $-\boldsymbol{\Delta} \boldsymbol{\psi}-\omega_{S}^{2} \boldsymbol{\psi}=\mathbf{0}$.
Remark 6.4.2. The potentials $\chi$ and $\boldsymbol{\psi}$ defined in (6.36) are the only couple of scalar and vector fields such that: (i) they are solution of Helmholtz's equation with wavenumber $\omega_{P}$ and Maxwell's equations with wavenumber $\omega_{S}$, respectively; (ii) they constitute a Helmholtz decomposition (6.37) of u. Indeed, if $\widetilde{\chi}$ and $\widetilde{\psi}$ satisfy conditions (i) and (ii), then

$$
\begin{aligned}
\widetilde{\chi} & =-\omega_{P}^{-2} \Delta \widetilde{\chi}=-\omega_{P}^{-2} \nabla \cdot(\nabla \widetilde{\chi})=-\omega_{P}^{-2} \nabla \cdot(\mathbf{u}-\nabla \times \widetilde{\boldsymbol{\psi}})=-\omega_{P}^{-2} \nabla \cdot \mathbf{u}=\chi \\
\widetilde{\boldsymbol{\psi}} & =\omega_{S}^{-2} \nabla \times(\nabla \times \widetilde{\boldsymbol{\psi}})=\omega_{S}^{-2} \nabla \times(\mathbf{u}-\nabla \widetilde{\chi})=\omega_{S}^{-2} \nabla \times \mathbf{u}=\boldsymbol{\psi}
\end{aligned}
$$

### 6.4.2. Approximation estimates by elastic plane waves

Our policy is to apply Corollary 3.5 .5 to the potentials $\chi$ and $\psi$. Thus we use two kinds of plane wave functions to approximate the solutions of Navier's equation (6.35): pressure (longitudinal) waves

$$
\mathbf{w}_{\mathbf{d}}^{P}: \mathbf{x} \mapsto \mathbf{d} e^{i \omega_{P} \mathbf{x} \cdot \mathbf{d}} \quad \mathbf{d} \in \mathbb{S}^{2}
$$

and shear (transverse) waves

$$
\mathbf{w}_{\mathbf{d}, \mathbf{a}}^{S}: \mathbf{x} \mapsto \mathbf{a} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}} \quad \mathbf{d}, \mathbf{a} \in \mathbb{S}^{2}, \quad \mathbf{a} \cdot \mathbf{d}=0
$$

Given $\mathbf{d} \in \mathbb{S}^{2}$, there exist two linearly independent shear waves propagating along $\mathbf{d}\left(\mathbf{w}_{\mathbf{d}, \mathbf{a}}^{S}\right.$ and $\left.\mathbf{w}_{\mathbf{d}, \mathbf{d} \times \mathbf{a}}^{S}\right)$ and only one pressure wave $\left(\mathbf{w}_{\mathbf{d}}^{P}\right)$. They satisfy the relations

$$
\begin{array}{ll}
\nabla \cdot \mathbf{w}_{\mathbf{d}}^{P}=i \omega_{P} e^{i \omega_{P} \mathbf{x} \cdot \mathbf{d}}, & \nabla \cdot \mathbf{w}_{\mathbf{d}, \mathbf{a}}^{S}=0 \\
\nabla \times \mathbf{w}_{\mathbf{d}}^{P}=0, & \nabla \times \mathbf{w}_{\mathbf{d}, \mathbf{a}}^{S}=i \omega_{S} \mathbf{d} \times \mathbf{a} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}}=i \omega_{S} \mathbf{w}_{\mathbf{d}, \mathbf{d} \times \mathbf{a}}^{S} \\
\nabla\left(\nabla \cdot \mathbf{w}_{\mathbf{d}}^{P}\right)=-\omega_{P}^{2} \mathbf{w}_{\mathbf{d}}^{P}, & \nabla \times\left(\nabla \times \mathbf{w}_{\mathbf{d}, \mathbf{a}}^{S}\right)=-\omega_{S}^{2} \mathbf{w}_{\mathbf{d}, \mathbf{a}}^{S} \\
i \omega_{P} \mathbf{w}_{\mathbf{d}}^{P}=\nabla\left(e^{i \omega_{P} \mathbf{x} \cdot \mathbf{d}}\right) . & \tag{6.39}
\end{array}
$$

It is intuitive to guess that the two components of $\mathbf{u}$, namely, $\nabla \chi$ and $\nabla \times \boldsymbol{\psi}$, can be approximated separately by pressure and shear waves, respectively. This is the basic idea we will exploit in the proof of Theorem 6.4.3.

Given $p \in \mathbb{N}$ distinct unit propagation directions $\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p} \subset \mathbb{S}^{2}$, we associate $p$ unit amplitude vectors $\left\{\mathbf{a}_{\ell}\right\}_{1 \leq \ell \leq p} \subset \mathbb{S}^{2}$ such that $\mathbf{d}_{\ell} \cdot \mathbf{a}_{\ell}=0$ for $1 \leq \ell \leq p$. We use them to define the linear space

$$
\begin{aligned}
\mathbf{W}_{3 p}(D): & =\left\{\sum_{\ell=1}^{p} \alpha_{\ell}^{P} \mathbf{d}_{\ell} e^{i \omega_{P} \mathbf{x} \cdot \mathbf{d}_{\ell}}+\alpha_{\ell}^{S, 1} \mathbf{a}_{\ell} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}+\alpha_{\ell}^{S, 2}\left(\mathbf{d}_{\ell} \times \mathbf{a}_{\ell}\right) e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}\right. \\
& \left.\alpha_{\ell}^{P}, \alpha_{\ell}^{S, 1}, \alpha_{\ell}^{S, 2} \in \mathbb{C}\right\} \\
= & \operatorname{span}\left\{\mathbf{w}_{\mathbf{d}_{\ell}}^{P}, \mathbf{w}_{\mathbf{d}_{\ell}, \mathbf{a}_{\ell}}^{S}, \mathbf{w}_{\mathbf{d}_{\ell}, \mathbf{d}_{\ell} \times \mathbf{a}_{\ell}}^{S}\right\}_{\ell=1, \ldots, p}
\end{aligned}
$$

Notice that $\mathbf{W}_{3 p}(D)$ depends on the choice of $\mathbf{d}_{\ell}$ 's but not on $\mathbf{a}_{\ell}$ 's, and that $\operatorname{dim}\left(\mathbf{W}_{3 p}(D)\right)=3 p$.

Theorem 6.4.3. Let $D \subset \mathbb{R}^{3}$ be a domain satisfying Assumption 3.1.1, $k$ and $q \in \mathbb{N}, q \geq 2 k+1, q \geq 2\left(1+2^{1 / \lambda_{D}}\right)$, where $\lambda_{D}$ is the positive parameter that depends only on the shape of $D$ as described in Theorem 3.2.12. Then, there exists a set of $p=(q+1)^{2}$ propagation directions $\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p} \subset \mathbb{S}^{2}$, such that, for every solution $\mathbf{u}$ of Navier's equation (6.35) that belongs to $H^{k+1}(\operatorname{div} ; D) \cap$ $H^{k+1}(\operatorname{curl} ; D)$ there exists $\boldsymbol{\xi} \in \mathbf{W}_{3 p}(D)$, namely, a linear combination of $p$ pressure and $2 p$ shear plane waves, such that, for $1 \leq j \leq k+1$,

$$
\begin{align*}
\|\mathbf{u}-\boldsymbol{\xi}\|_{j-1, \omega_{S}, D} \leq C & \left(1+\left(\omega_{S} h\right)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega_{S} h} h^{k+1-j} \\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+\left(\omega_{S} h\right)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right] \\
& \cdot\left(\omega_{P}^{-2}\|\nabla \cdot \mathbf{u}\|_{k+1, \omega_{P}, D}+\omega_{S}^{-2}\|\nabla \times \mathbf{u}\|_{k+1, \omega_{S}, D}\right) \tag{6.40}
\end{align*}
$$

Here, the constant $C>0$ depends only on $j, k$ and on the shape of $D$; the matrix $\mathbf{M}$ is the one defined in (3.32), depending only on the $\mathbf{d}_{\ell}$ 's.

Proof. This proof follows the lines of the one of Theorem 6.2.1.
We fix the directions $\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p}$ to be the ones provided by Lemma 3.4.6, and separately approximate the two potentials $\chi$ and $\psi$.

In (6.38) we have seen that the scalar potential $\chi$ is solution of the Helmholtz equation with wavenumber $\omega_{P}$; Corollary 3.5 .5 provides a combination of scalar plane waves $\xi_{\chi}=\sum_{\ell=1}^{p} \alpha_{\ell}^{\chi} e^{i \omega_{P} \mathbf{x} \cdot \mathbf{d}_{\ell}}$ such that, for $0 \leq j \leq k+1$,

$$
\begin{align*}
\left|\chi-\xi_{\chi}\right|_{j, D} \leq & C\left(1+\left(\omega_{P} h\right)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega_{P} h} h^{k+1-j} \\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+\left(\omega_{P} h\right)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|\chi\|_{k+1, \omega_{P}, D} \tag{6.41}
\end{align*}
$$

The three Cartesian components of the vector potential $\psi$ are solutions of the Helmholtz equation with wavenumber $\omega_{S}$. For every $\ell \in\{1, \ldots, p\}$, the three vectors $\mathbf{d}_{\ell}, \mathbf{a}_{\ell}$ and $\mathbf{d}_{\ell} \times \mathbf{a}_{\ell}$ constitute an orthonormal basis of $\mathbb{R}^{3}$. Thus, according to Corollary $3.5 .5, \boldsymbol{\psi}$ can be approximated by a linear combination of $3 p$ vector Helmholtz plane waves

$$
\boldsymbol{\xi}_{\psi}=\sum_{l=1}^{p} \alpha_{\ell}^{\boldsymbol{\psi}, 1} \mathbf{d}_{\ell} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}+\alpha_{\ell}^{\boldsymbol{\psi}, 2} \mathbf{a}_{\ell} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}+\alpha_{\ell}^{\boldsymbol{\psi}, 3} \mathbf{d}_{\ell} \times \mathbf{a}_{\ell} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}
$$

with the error bound, for $0 \leq j \leq k+1$,

$$
\begin{align*}
\left|\boldsymbol{\psi}-\boldsymbol{\xi}_{\boldsymbol{\psi}}\right|_{j, D} \leq & C\left(1+\left(\omega_{S} h\right)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega_{S} h} h^{k+1-j} \\
& \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+\left(\omega_{S} h\right)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\|\boldsymbol{\psi}\|_{k+1, \omega_{S}, D} \tag{6.42}
\end{align*}
$$

## 6. Approximation of Maxwell solutions

Now we define

$$
\begin{aligned}
& \boldsymbol{\xi}:=\nabla \xi_{\chi}+\nabla \times \boldsymbol{\xi}_{\psi} \\
& \stackrel{(6.39)}{=} i \sum_{l=1}^{p}\left(\omega_{P} \mathbf{d}_{\ell} \alpha_{\ell}^{\chi} e^{i \omega_{P} \mathbf{x} \cdot \mathbf{d}_{\ell}}+\omega_{S} \alpha_{\ell}^{\psi, 2} \mathbf{d}_{\ell} \times \mathbf{a}_{\ell} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}-\omega_{S} \alpha_{\ell}^{\psi, 3} \mathbf{a}_{\ell} e^{i \omega_{S} \mathbf{x} \cdot \mathbf{d}_{\ell}}\right)
\end{aligned}
$$

which clearly belongs to $\mathbf{W}_{3 p}(D)$. This vector field provides the desired approximation of the displacement $\mathbf{u}$ :

$$
\begin{aligned}
& \|\mathbf{u}-\boldsymbol{\xi}\|_{j-1, \omega_{S}, D}=\left\|\nabla \chi+\nabla \times \boldsymbol{\psi}-\nabla \xi_{\chi}-\nabla \times \boldsymbol{\xi}_{\boldsymbol{\psi}}\right\|_{j-1, \omega_{S}, D} \\
& \leq \sum_{j_{0}=0}^{j-1} \omega_{S}^{j-1-j_{0}}\left|\nabla\left(\chi-\xi_{\chi}\right)+\nabla \times\left(\boldsymbol{\psi}-\boldsymbol{\xi}_{\psi}\right)\right|_{j_{0}, D} \\
& \leq \sum_{\substack{j_{1}=1}}^{j} \omega_{S}^{j-j_{1}}\left(\left|\chi-\xi_{\chi}\right|_{j_{1}, D}+\left|\boldsymbol{\psi}-\boldsymbol{\xi}_{\psi}\right|_{j_{1}, D}\right) \\
& \quad \begin{array}{c}
(6.41),(6.42) \\
\omega_{P}<\omega_{S} \\
\leq
\end{array} C\left(\sum_{j_{1}=1}^{j} \omega_{S}^{j-j_{1}}\left(1+\left(\omega_{S} h\right)^{j_{1}+6}\right) h^{k+1-j_{1}}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega_{S} h} \\
& \quad \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+\left(\omega_{S} h\right)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right]\left(\|\chi\|_{k+1, \omega_{P}, D}+\|\boldsymbol{\psi}\|_{k+1, \omega_{S}, D}\right) \\
& \quad \leq C\left(1+\left(\omega_{S} h\right)^{j+6}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega_{S} h} h^{k+1-j} \\
& \quad \cdot\left[q^{-\lambda_{D}(k+1-j)}+\frac{1+\left(\omega_{S} h\right)^{q-k+2}}{(\sqrt{2} \rho q)^{\frac{q-3}{2}}}\left\|\mathbf{M}^{-1}\right\|_{1}\right] \\
& \quad \cdot\left(\omega_{P}^{-2}\|\nabla \cdot \mathbf{u}\|_{k+1, \omega_{P}, D}+\omega_{S}^{-2}\|\nabla \times \mathbf{u}\|_{k+1, \omega_{S}, D}\right) .
\end{aligned}
$$

Notice that, in order to have convergence in the bound (6.40), either in $h$ or $p$, the potentials $\nabla \cdot \mathbf{u}$ and $\nabla \times \mathbf{u}$ have to belong to $H^{2}(D)$.

Since $\omega_{P}<\omega_{S}$, the bound (6.40) holds true also in the case where the norm on the left-hand side is substituted by $\|\mathbf{u}-\boldsymbol{\xi}\|_{j-1, \omega_{P}, D}$; on the contrary we can not substitute the algebraic and exponential terms in $\omega_{S} h$ on the right-hand side with the analogous ones containing $\omega_{P} h$.

The bound proven in Theorem 6.4 .3 shows algebraic orders of convergence both with respect to the size $h$ of the domain and to the dimension $p$ of the approximating space. If the solution $\mathbf{u}$ can be analitically extended outside $D$, the order in $p$ is exponential, see Remark 3.5.8. The constant $C$ depends on the problem parameters $\omega, \lambda, \mu$ and $\rho$ only through $\omega_{P}$ and $\omega_{S}$, with the dependence shown in the bound.

In the nearly incompressible case, i.e., for very large values of $\lambda$, both $\omega_{P}$ and $\nabla \cdot \mathbf{u}$ go to zero. Therefore, estimate (6.40) is useful only if $\omega_{P}^{-2}\|\nabla \cdot \mathbf{u}\|_{k+1, \omega_{P}, D}$ remains bounded. In the limit case we recover Maxwell's equations and Theorem 6.4.3 reduces to Theorem 6.2.1.

## 7. Trefftz-discontinuous Galerkin methods for the Maxwell equations

### 7.1. Introduction

In this chapter, we extend to the time-harmonic Maxwell equations the $p$ version analysis technique developed in Chapter 4 for Trefftz-discontinuous Galerkin (TDG) approximations of the Helmholtz problem. While error estimates in a mesh-skeleton norm are derived parallel to the Helmholtz case, the derivation of estimates in a mesh-independent norm requires new twists in the duality argument. The particular case where the local Trefftz approximation spaces are built of vector-valued plane wave functions is considered, and convergence rates are derived.
The ultra weak variational formulation (UWVF) for the Maxwell problem has been introduced in $[46,48]$, see also $[18,121]$ for more work on it; for different Trefftz-based approaches, we mention [60, 191]. As in the Helmholtz case, the UWVF can be regarded as a DG method with Trefftz basis functions (see $[42,85,96]$ for the scalar case), thus we briefly review some literature on standard (i.e., polynomial-based) DG methods for the time-harmonic Maxwell equations. Some of them are based on the primal curl-curl formulation of the problem, neglecting the divergence-free condition. For consistent DG-discretizations, these methods are spurious-free (see [43, Sect. 6], [65, 103, 114, 199]). Other DG methods are based on "regularized" primal curlcurl formulations, with penalization of the divergence-free constraint. With constant weights in the penalty term, the divergence is controlled but these methods are haunted by so-called spurious solutions in case of strongly singular problems, see $[116,166]$. This is avoided by using weighted regularized formulations, with penalty weights depending on the distance from singularities, see $[36,37]$ and their references. Alternative approaches to control the divergence of the numerical solutions are based on mixed-DG formulations, see [115, 167].
Taking cue from the UWVF and following [121], we study a class of Trefftz methods that rely on a DG formulation of the electric field-based Maxwell problem, where the divergence-free constraint is not imposed; the discrete solutions will be elementwise divergence-free, but not globally. Our analysis applies to all these methods, independently of the choice of the particular Trefftz approximation space.

Our focus here is on the theoretical analysis of the $p$-version of the methods, which is immune to the pollution effect, an advantage also shared by spectral polynomial approximations, see [3-5]). The complete analysis framework presented here follows very closely that one already seen in Chapter 4 for the

Helmholtz equation. The first step consists in identifying a mesh skeleton norm on the Trefftz function space for which the bilinear form defining the method is coercive. This allows us to prove well-posedness and error estimates in this norm.
We derive error estimates in a mesh-independent norm by using a duality argument introduced for the Helmholtz case in [154] and used in [42] and in Section 4.3.1. In order to extend this argument to electromagnetic wave problems, we use the stability and regularity results for the Maxwell equations with impedance boundary conditions and divergence-free right-hand sides, with explicit dependence of the bounding constants on the problem frequency, that we proved in Chapter 5. In addition to that, an essential modification in the duality argument of [154] is required; the outcome is an estimate in a norm which is slightly weaker than $L^{2}$, this is the main difference with the scalar case. Due to the assumptions on the regularity of the solution required in the duality argument, our analysis is restricted to the case of globally constant material coefficients, even thought the formulation of the Trefftz-DG methods allows for piecewise constant coefficients.

As already mentioned, this analysis framework applies to any Trefftz approximation space. As an example, we consider particular plane wave spaces, for which we prove explicit $p$-convergence rates using the approximation properties proved in Section 6.2.1. Similar results for vector spherical waves could follow easily from Theorem 6.2.3.
The outline of this chapter is the following. The family of Trefftz-DG methods we are considering is described in Section 7.2. Section 7.3 is devoted to the a-priori error analysis (well-posedness of the discrete formulation, error estimates in a mesh-skeleton norm and in a mesh independent norm). Then, in Section 7.4, we consider the Trefftz-DG method based on particular plane wave spaces; we prove approximation properties of these spaces and derive convergence rates for the corresponding methods. All the results are presented also in the report [107].

### 7.2. The Trefftz-DG method

We consider the same boundary value problem studied in Section 5.2. Let $\Omega \subset$ $\mathbb{R}^{3}$ be an open, bounded polyhedral domain that is star-shaped with respect to all the points of the ball $B_{\gamma}\left(\mathbf{x}_{0}\right), \mathbf{x}_{0} \in \Omega$ and $\gamma>0$. The homogeneous Maxwell impedance problem (5.2) is:

$$
\begin{cases}\nabla \times\left(\mu^{-1} \nabla \times \mathbf{E}\right)-\omega^{2} \epsilon \mathbf{E}=\mathbf{0} & \text { in } \Omega \\ \left(\mu^{-1} \nabla \times \mathbf{E}\right) \times \mathbf{n}-i \omega \vartheta(\mathbf{n} \times \mathbf{E}) \times \mathbf{n}=\mathbf{g} & \text { on } \partial \Omega\end{cases}
$$

where $\epsilon>0, \mu>0, \omega>0$ and $\vartheta>0$ are constant real parameters, $\mathbf{g} \in$ $L_{T}^{2}(\partial \Omega)$. Its variational formulation (5.4) reads: find $\mathbf{E} \in H_{\mathrm{imp}}(\operatorname{curl} ; \Omega)$ such that, for all $\boldsymbol{\xi} \in H_{\mathrm{imp}}(\operatorname{curl} ; \Omega)$, it holds

$$
\begin{equation*}
\mathcal{A}_{\mathcal{M}}(\mathbf{E}, \boldsymbol{\xi})=\int_{\partial \Omega} \mathbf{g} \cdot \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S, \tag{7.1}
\end{equation*}
$$

where $H_{\text {imp }}(\operatorname{curl} ; \Omega)$ has been defined in (5.3) and
$\mathcal{A}_{\mathcal{M}}(\mathbf{E}, \boldsymbol{\xi}):=\int_{\Omega}\left[\left(\mu^{-1} \nabla \times \mathbf{E}\right) \cdot(\overline{\nabla \times \boldsymbol{\xi}})-\omega^{2}(\epsilon \mathbf{E}) \cdot \overline{\boldsymbol{\xi}}\right] \mathrm{d} V-i \omega \int_{\partial \Omega} \vartheta \mathbf{E}_{T} \cdot \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S$.
Notice that we take into account only the homogeneous PDE, i.e., there is no volume source term ( $\mathbf{J}=\mathbf{0}$ in (5.2) and (5.4)).

Let $\mathcal{T}_{h}$ be a finite element partition of $\Omega$, with possible hanging nodes, of mesh width $h$ (i.e, $h=\max _{K \in \mathcal{T}_{h}} h_{K}$, with $h_{K}:=\operatorname{diam}(K)$ ) on which we will define our Trefftz-DG method; we denote by $\mathcal{F}_{h}=\bigcup_{K \in \mathcal{T}_{h}} \partial K$ the skeleton of the mesh, and set $\mathcal{F}_{h}^{B}=\mathcal{F}_{h} \cap \partial \Omega$ and $\mathcal{F}_{h}^{I}=\mathcal{F}_{h} \backslash \mathcal{F}_{h}^{B}$.

We recall some standard DG notation. Write $\mathbf{n}^{+}, \mathbf{n}^{-}$for the exterior unit normals on $\partial K^{+}$and $\partial K^{-}$, respectively. Let $u$ and $\sigma$ be a piecewise smooth function and vector field on $\mathcal{T}_{h}$, respectively. On $\partial K^{-} \cap \partial K^{+}$, we define

$$
\text { the averages: } \quad\{u\}\}:=\frac{1}{2}\left(u^{+}+u^{-}\right) \quad, \quad\{\{\boldsymbol{\sigma}\}\}:=\frac{1}{2}\left(\boldsymbol{\sigma}^{+}+\boldsymbol{\sigma}^{-}\right),
$$

the tangential jumps: $\llbracket \boldsymbol{\sigma} \rrbracket_{T}:=\mathbf{n}^{+} \times \boldsymbol{\sigma}^{+}+\mathbf{n}^{-} \times \boldsymbol{\sigma}^{-}$.
If $D$ is a Lipschitz domain in $\mathbb{R}^{3}$, the following integration by parts formula holds true for functions $\mathbf{F}, \mathbf{G} \in H(\operatorname{curl} ; D)$ :

$$
\int_{D} \nabla \times \mathbf{F} \cdot \overline{\mathbf{G}} \mathrm{d} V=\int_{D} \mathbf{F} \cdot \overline{\nabla \times \mathbf{G}} \mathrm{d} V+\int_{\partial D} \mathbf{n} \times \mathbf{F} \cdot \overline{\mathbf{G}} \mathrm{d} S
$$

provided that the second integral on the right-hand side is read as a duality product between the appropriate trace spaces (see [39]). From this, the vector "DG magic formula" follows:

$$
\begin{align*}
\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \mathbf{n}_{K} \times \mathbf{F} \cdot \overline{\mathbf{G}} \mathrm{d} S=\int_{\mathcal{F}_{h}^{I}} & \left(\llbracket \mathbf{F} \rrbracket_{T} \cdot\left\{\{\overline{\mathbf{G}}\}-\{\{\mathbf{F}\}\} \cdot \llbracket \overline{\mathbf{G}} \rrbracket_{T}\right) \mathrm{d} S\right. \\
& +\int_{\mathcal{F}_{h}^{B}} \mathbf{n} \times \mathbf{F} \cdot \overline{\mathbf{G}} \mathrm{d} S \tag{7.2}
\end{align*}
$$

thus, if $\widehat{\mathbf{F}}$ is a single-valued function on $\partial K$, we have

$$
\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \mathbf{n}_{K} \times \widehat{\mathbf{F}} \cdot \overline{\mathbf{G}} \mathrm{d} S=-\int_{\mathcal{F}_{h}^{I}} \widehat{\mathbf{F}} \cdot \llbracket \overline{\mathbf{G}} \rrbracket_{T} \mathrm{~d} S+\int_{\mathcal{F}_{h}^{B}} \mathbf{n} \times \widehat{\mathbf{F}} \cdot \overline{\mathbf{G}} \mathrm{d} S
$$

Now we are ready to start the derivation of our Trefftz-DG method. Set

$$
\mathbf{V}(K):=\left\{\mathbf{v} \in H(\operatorname{curl} ; K), \mathbf{n} \times \mathbf{v} \in L_{T}^{2}(\partial K)\right\}
$$

Integrating by parts equation (5.2), for every $K \in \mathcal{T}_{h}$ we look for $(\mathbf{E}, \mathbf{H}) \in$ $\mathbf{V}(K) \times \mathbf{V}(K)$ such that

$$
\begin{aligned}
& i \omega \int_{K} \epsilon \mathbf{E} \cdot \overline{\boldsymbol{\xi}} \mathrm{~d} V+\int_{K} \mathbf{H} \cdot \overline{\nabla \times \boldsymbol{\xi}} \mathrm{d} V+\int_{\partial K} \mathbf{n} \times \mathbf{H} \cdot \overline{\boldsymbol{\xi}} \mathrm{d} S=0 \\
& i \omega \int_{K} \mathbf{H} \cdot \overline{\boldsymbol{\psi}} \mathrm{~d} V-\int_{K} \mathbf{E} \cdot \overline{\nabla \times\left(\mu^{-1} \boldsymbol{\psi}\right)} \mathrm{d} V-\int_{\partial K} \mathbf{n} \times \mathbf{E} \cdot\left(\overline{\mu^{-1} \boldsymbol{\psi}}\right) \mathrm{d} S=0
\end{aligned}
$$

for every $(\boldsymbol{\xi}, \boldsymbol{\psi}) \in \mathbf{V}(K) \times \mathbf{V}(K)$.
Now we discretize the problem: for every $K \in \mathcal{T}_{h}$ we look for $\left(\mathbf{E}_{p}, \mathbf{H}_{p}\right) \in$ $\mathbf{V}_{p}^{E}(K) \times \mathbf{V}_{p}^{H}(K)$ such that

$$
\begin{align*}
& i \omega \int_{K} \epsilon \mathbf{E}_{p} \cdot \overline{\boldsymbol{\xi}}_{p} \mathrm{~d} V+\int_{K} \mathbf{H}_{p} \cdot \overline{\nabla \times \boldsymbol{\xi}_{p}} \mathrm{~d} V+\int_{\partial K} \mathbf{n} \times \widehat{\mathbf{H}}_{p} \cdot \overline{\boldsymbol{\xi}}_{p} \mathrm{~d} S=0  \tag{7.3}\\
& i \omega \int_{K} \mathbf{H}_{p} \cdot \overline{\boldsymbol{\psi}}_{p} \mathrm{~d} V-\int_{K} \mathbf{E}_{p} \cdot \overline{\nabla \times\left(\mu^{-1} \boldsymbol{\psi}_{p}\right)} \mathrm{d} V \\
& -\int_{\partial K} \mathbf{n} \times \widehat{\mathbf{E}}_{p} \cdot\left(\overline{\mu^{-1} \boldsymbol{\psi}_{p}}\right) \mathrm{d} S=0
\end{align*}
$$

for every $\left(\boldsymbol{\xi}_{p}, \boldsymbol{\psi}_{p}\right) \in \mathbf{V}_{p}^{E}(K) \times \mathbf{V}_{p}^{H}(K)$, where $\mathbf{V}_{p}^{E}(K), \mathbf{V}_{p}^{H}(K) \subset \mathbf{V}(K)$ are finite dimensional spaces, and $\widehat{\mathbf{H}}_{p}$ and $\widehat{\mathbf{E}}_{p}$ on $\mathcal{F}_{h}$ are the numerical fluxes to be defined. The particular case of Trefftz-DG method which makes use of plane wave basis functions (see [121]) will be discussed in Section 7.4 below.

Assuming that $\nabla \times \mathbf{V}_{p}^{E}(K) \subseteq \mathbf{V}_{p}^{H}(K)$, we can choose $\boldsymbol{\psi}_{p}=\nabla \times \boldsymbol{\xi}_{p}$ in the second equation of (7.3) and obtain

$$
\begin{aligned}
& i \omega \int_{K} \mathbf{H}_{p} \cdot \overline{\nabla \times \boldsymbol{\xi}_{p}} \mathrm{~d} V \\
& \quad=\int_{K} \mathbf{E}_{p} \cdot \overline{\nabla \times\left(\mu^{-1} \nabla \times \boldsymbol{\xi}_{p}\right)} \mathrm{d} V+\int_{\partial K} \mathbf{n} \times \widehat{\mathbf{E}}_{p} \cdot\left(\overline{\mu^{-1} \nabla \times \boldsymbol{\xi}_{p}}\right) \mathrm{d} S .
\end{aligned}
$$

Substituting this expression for $\int_{K} \mathbf{H}_{p} \cdot \overline{\nabla \times \boldsymbol{\xi}_{p}} \mathrm{~d} V$ into the first equation of (7.3) and multiplying by $i \omega$ give a problem in the $\mathbf{E}_{p}$ variable only: find $\mathbf{E}_{p} \in \mathbf{V}_{p}^{E}(K)$ such that

$$
\begin{aligned}
& \int_{K} \mathbf{E}_{p} \cdot\left(\overline{\nabla \times\left(\mu^{-1} \nabla \times \boldsymbol{\xi}_{p}\right)-\omega^{2} \epsilon \boldsymbol{\xi}_{p}}\right) \mathrm{d} V \\
& \quad+\int_{\partial K} \mathbf{n} \times \widehat{\mathbf{E}}_{p} \cdot\left(\overline{\mu^{-1} \nabla \times \boldsymbol{\xi}_{p}}\right) \mathrm{d} S+i \omega \int_{\partial K} \mathbf{n} \times \widehat{\mathbf{H}}_{p} \cdot \overline{\boldsymbol{\xi}}_{p} \mathrm{~d} S=0
\end{aligned}
$$

for every $\boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}(K)$.
The key idea of Trefftz methods is to choose $\mathbf{V}_{p}^{E}(K)$ which satisfies the Trefftz property:

$$
\nabla \times\left(\mu^{-1} \nabla \times \boldsymbol{\xi}_{p}\right)-\omega^{2} \epsilon \boldsymbol{\xi}_{p}=\mathbf{0} \quad \forall \boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}(K)
$$

Using the Trefftz property of the test functions, the elemental equation defining the Trefftz-DG method is

$$
\begin{equation*}
\int_{\partial K} \mathbf{n} \times \widehat{\mathbf{E}}_{p} \cdot\left(\overline{\mu^{-1} \nabla \times \boldsymbol{\xi}_{p}}\right) \mathrm{d} S+i \omega \int_{\partial K} \mathbf{n} \times \widehat{\mathbf{H}}_{p} \cdot \overline{\boldsymbol{\xi}}_{p} \mathrm{~d} S=0, \tag{7.4}
\end{equation*}
$$

with numerical fluxes to be defined.
Motivated by the classical UWVF [47], and in analogy to the Helmholtz case (see [42] and Section 4.2), we define the numerical fluxes as functions on $\mathcal{F}_{h}^{I}$ :

$$
\widehat{\mathbf{E}}_{p}:=\left\{\mathbf{E}_{p}\right\}-\frac{\beta}{i \omega} \llbracket \mu^{-1} \nabla_{h} \times \mathbf{E}_{p} \rrbracket_{T},
$$

$$
\widehat{\mathbf{H}}_{p}:=\frac{1}{i \omega}\left\{\left\{\mu^{-1} \nabla_{h} \times \mathbf{E}_{p}\right\}\right\}+\alpha \llbracket \mathbf{E}_{p} \rrbracket_{T}
$$

and on $\mathcal{F}_{h}^{B}$ :

$$
\begin{aligned}
& \widehat{\mathbf{E}}_{p}:=\mathbf{E}_{p}-\delta \vartheta^{-1}\left(\frac{1}{i \omega} \mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \mathbf{E}_{p}\right)+\vartheta\left(\mathbf{n} \times \mathbf{E}_{p}\right) \times \mathbf{n}+\frac{1}{i \omega} \mathbf{g}\right) \\
& \widehat{\mathbf{H}}_{p}:=\frac{1}{i \omega \mu} \nabla_{h} \times \mathbf{E}_{p}-(1-\delta)\left(\frac{1}{i \omega \mu} \nabla_{h} \times \mathbf{E}_{p}-\vartheta\left(\mathbf{n} \times \mathbf{E}_{p}\right)-\frac{1}{i \omega} \mathbf{n} \times \mathbf{g}\right)
\end{aligned}
$$

where $\nabla_{h} \times \cdot$ denotes the elementwise application of the $\nabla \times \cdot$ operator, $\alpha, \beta, \delta$ are real, strictly positive, bounded functions, bounded away from zero, independent of $h, p$ and $\omega$, with $0<\delta \leq 1 / 2$.
Remark 7.2.1. This choice of fluxes with the parameters $\alpha, \beta$ and $\delta$ independent of the mesh size, in analogy to [42] and Section 4.2, is due to the fact that our focus is on the $p$-version of the method. With a mesh-dependent choice of the flux parameters like the one made in [96] for the Helmholtz problem, one could use the same analysis technique as in [96] and possibly derive better $h$-version estimates also in the Maxwell case (see also Remark 7.3.10 below).

Other numerical fluxes could also be defined by adapting to the timeharmonic Maxwell problem the DG-elliptic fluxes listed in [10] (for an example of "mixed fluxes" in the case of the Helmholtz problem, see [110]).

The above defined fluxes are single-valued on the mesh skeleton; moreover, they are consistent, i.e., replacing $\mathbf{E}_{p}$ and $\mathbf{H}_{p}$ by $\mathbf{E}$ and $\mathbf{H}$, the analytical solutions to (5.2), respectively, we have that $\widehat{\mathbf{E}}$ coincides with $\mathbf{E}$ and $\widehat{\mathbf{H}}$ coincides with $\mathbf{H}$.

Defining

$$
\mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right):=\left\{\boldsymbol{\xi}_{p} \in L^{2}(\Omega):\left.\boldsymbol{\xi}_{p}\right|_{K} \in \mathbf{V}_{p}^{E}(K) \forall K \in \mathcal{T}_{h}\right\}
$$

inserting the numerical fluxes into (7.4) and adding over all elements complete the definition of the Trefftz-DG method: find $\mathbf{E}_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)$ such that, for all $\boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)$,

$$
\begin{equation*}
\mathcal{A}_{\mathcal{M}, h}\left(\mathbf{E}_{p}, \boldsymbol{\xi}_{p}\right)=\ell_{\mathcal{M}, h}\left(\boldsymbol{\xi}_{p}\right) \tag{7.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left.\mathcal{A}_{\mathcal{M}, h}(\mathbf{E}, \boldsymbol{\xi}):=-\int_{\mathcal{F}_{h}^{I}}\{\mathbf{E}\}\right\} \cdot \llbracket \overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S-\int_{\mathcal{F}_{h}^{I}}\left\{\left\{\mu^{-1} \nabla_{h} \times \mathbf{E}\right\} \cdot \llbracket \overline{\boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S\right. \\
& \quad+\int_{\mathcal{F}_{h}^{B}}(\mathbf{n} \times \mathbf{E}) \cdot\left(\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right) \mathrm{d} S \\
& -\int_{\mathcal{F}_{h}^{B}} \delta(\mathbf{n} \times \mathbf{E}) \cdot\left(\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right) \mathrm{d} S-\int_{\mathcal{F}_{h}^{B}} \delta\left(\mu^{-1} \nabla_{h} \times \mathbf{E}\right) \cdot(\overline{\mathbf{n} \times \boldsymbol{\xi}}) \mathrm{d} S \\
& -i \omega^{-1} \int_{\mathcal{F}_{h}^{I}} \beta \llbracket \mu^{-1} \nabla_{h} \times \mathbf{E} \rrbracket_{T} \cdot \llbracket \overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S-i \omega \int_{\mathcal{F}_{h}^{I}} \alpha \llbracket \mathbf{E} \rrbracket_{T} \cdot \llbracket \overline{\boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S \\
& \quad-i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta \vartheta^{-1}\left[\mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \mathbf{E}\right)\right] \cdot\left[\overline{\mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}\right)}\right] \mathrm{d} S
\end{aligned}
$$

7. Trefftz-discontinuous Galerkin methods for the Maxwell equations

$$
\begin{equation*}
-i \omega \int_{\mathcal{F}_{h}^{B}}(1-\delta) \vartheta(\mathbf{n} \times \mathbf{E}) \cdot(\overline{\mathbf{n} \times \boldsymbol{\xi}}) \mathrm{d} S, \tag{7.6}
\end{equation*}
$$

and
$\ell_{\mathcal{M}, h}(\boldsymbol{\xi}):=\frac{1}{i \omega} \int_{\mathcal{F}_{h}^{B}} \delta \vartheta^{-1}(\mathbf{n} \times \mathbf{g}) \cdot\left(\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right) \mathrm{d} S+\int_{\mathcal{F}_{h}^{B}}(1-\delta)(\mathbf{n} \times \mathbf{g}) \cdot(\overline{\mathbf{n} \times \boldsymbol{\xi}}) \mathrm{d} S$.
The consistency of the Trefftz-DG method is a consequence of the consistency of the numerical fluxes, thus, if $\mathbf{E}$ is the analytical solution of (5.2), then

$$
\mathcal{A}_{\mathcal{M}, h}\left(\mathbf{E}, \boldsymbol{\xi}_{p}\right)=\ell_{\mathcal{M}, h}\left(\boldsymbol{\xi}_{p}\right) \quad \forall \boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)
$$

Remark 7.2.2. The formulation of the Trefftz-DG method introduced in this section would remain unchanged if the material coefficients were piecewise constant on $\mathcal{T}_{h}$. The assumption on these coefficients to be constant in the whole domain is only required in our error analysis.

### 7.3. Theoretical analysis

In this section, we closely follow the analysis developed in Chapter 4 for the Helmholtz problem. Well-posedness and error estimates in a mesh-skeleton norm are derived exactly as in Section 4.3 (see Sections 7.3.1 and 7.3.2 below). For the derivation of error estimates in a mesh-independent norm, we modify the duality argument developed in [154] and used in Section 4.3.1 (see Section 7.3.3 below).
Define the broken Sobolev space:

$$
H^{s}\left(\operatorname{curl} ; \mathcal{T}_{h}\right):=\left\{\mathbf{w} \in L^{2}(\Omega)^{3}: \mathbf{w}_{\mid K} \in H^{s}(\operatorname{curl} ; K) \quad \forall K \in \mathcal{T}_{h}\right\}
$$

Let $\mathbf{T}\left(\mathcal{T}_{h}\right)$ be the piecewise Trefftz space defined on $\mathcal{T}_{h}$ by

$$
\begin{aligned}
& \mathbf{T}\left(\mathcal{T}_{h}\right):=\left\{\mathbf{w} \in L^{2}(\Omega)^{3}: \exists s>0 \text { s.t. } \mathbf{w} \in H^{1 / 2+s}\left(\operatorname{curl} ; \mathcal{T}_{h}\right),\right. \\
&\text { and } \left.\nabla \times\left(\mu^{-1} \nabla \times \mathbf{w}\right)-\omega^{2} \epsilon \mathbf{w}=0 \text { in each } K \in \mathcal{T}_{h}\right\} .
\end{aligned}
$$

Notice that, since $\mathbf{T}\left(\mathcal{T}_{h}\right) \subset H^{1 / 2+s}\left(\operatorname{curl} ; \mathcal{T}_{h}\right), s>0$, if $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$, then both $\mathbf{n} \times \mathbf{w}$ and $\mathbf{n} \times\left(\nabla_{h} \times \mathbf{w}\right)$ belong to $L^{2}\left(\mathcal{F}_{h}\right)^{2}($ see (5.27)).

We endow $\mathbf{T}\left(\mathcal{T}_{h}\right)$ with the mesh-skeleton norm

$$
\begin{aligned}
\left\|\|\mathbf{w}\|_{\mathcal{F}_{\mathcal{M}, h}}:=\right. & \omega^{-1}\left\|\beta^{1 / 2} \llbracket \mu^{-1} \nabla_{h} \times \mathbf{w} \rrbracket_{T}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+\omega\left\|\alpha^{1 / 2} \llbracket \mathbf{w} \rrbracket_{T}\right\|_{0, \mathcal{F}_{h}^{I}}^{2} \\
& +\omega^{-1}\left\|\delta^{1 / 2} \vartheta^{-1 / 2} \mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \mathbf{w}\right)\right\|_{0, \mathcal{F}_{h}^{B}}^{2} \\
& +\omega\left\|(1-\delta)^{1 / 2} \vartheta^{1 / 2}(\mathbf{n} \times \mathbf{w})\right\|_{0, \mathcal{F}_{h}^{B}}^{2} .
\end{aligned}
$$

If $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$ and $|||\mathbf{w}|||_{\mathcal{F}_{\mathcal{M}, h}}=0$, then it satisfies $\mathbf{w} \in H_{0}(\operatorname{curl} ; \Omega), \mu^{-1} \nabla \times$ $\mathbf{w} \in H_{0}(\operatorname{curl} ; \Omega)$, and $\nabla \times\left(\mu^{-1} \nabla \times \mathbf{w}\right)-\omega^{2} \epsilon \mathbf{w}=\mathbf{0}$, thus $\mathbf{w}=\mathbf{0}$, as a consequence of well-posedness of problem (5.2). This proves that $\|\|\cdot\|\|_{\mathcal{F}_{\mathcal{M}, h}}$ is actually a norm on $\mathbf{T}\left(\mathcal{T}_{h}\right)$.

### 7.3.1. Well-posedness

We prove existence, uniqueness and continuous dependence on the data of solutions to Trefftz-DG methods.

Proposition 7.3.1. There exists a unique $\mathbf{E}_{p}$ solution to (7.5); moreover, we have continuous dependence of $\mathbf{E}_{p}$ on $\mathbf{g}$ :

$$
\left\|\left|\mathbf{E}_{p}\right|\right\|_{\mathcal{F}_{\mathcal{M}, h}} \leq\left\|(1-\delta)^{1 / 2} \vartheta^{-1 / 2}(\mathbf{n} \times \mathbf{g})\right\|_{0, \mathcal{F}_{h}^{B}}
$$

Proof. We rewrite the bilinear form $\mathcal{A}_{\mathcal{M}, h}(\mathbf{E}, \boldsymbol{\xi})$ defined in (7.6), for all $\mathbf{E}, \boldsymbol{\xi} \in$ $\mathbf{T}\left(\mathcal{T}_{h}\right)$ as follows: by the Trefftz property of $\boldsymbol{\xi}$, using the "DG magic formula" (7.2), for all $\mathbf{E}, \boldsymbol{\xi} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$, we have

$$
\begin{aligned}
0= & \sum_{K \in \mathcal{T}_{h}} \int_{K} \mathbf{E} \cdot\left(\nabla \times\left(\overline{\mu^{-1} \nabla \times \boldsymbol{\xi}}\right)-\omega^{2} \epsilon \overline{\boldsymbol{\xi}}\right) \mathrm{d} V \\
= & \sum_{K \in \mathcal{T}_{h}} \int_{K}\left(\mu^{-1} \nabla \times \mathbf{E} \cdot \overline{\nabla \times \boldsymbol{\xi}}-\omega^{2} \epsilon \mathbf{E} \cdot \overline{\boldsymbol{\xi}}\right) \mathrm{d} V \\
& -\int_{\mathcal{F}_{h}^{I}} \llbracket \mathbf{E} \rrbracket_{T} \cdot\left\{\left\{\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right\} \mathrm{d} S+\int_{\mathcal{F}_{h}^{I}}\{\mathbf{E}\}\right\} \cdot \llbracket \overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S \\
& -\int_{\mathcal{F}_{h}^{B}}(\mathbf{n} \times \mathbf{E}) \cdot\left(\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right) \mathrm{d} S ;
\end{aligned}
$$

adding this expression of 0 to $\mathcal{A}_{\mathcal{M}, h}(\mathbf{E}, \boldsymbol{\xi})$ gives

$$
\begin{aligned}
& \mathcal{A}_{\mathcal{M}, h}(\mathbf{E}, \boldsymbol{\xi})=\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(\mu^{-1} \nabla \times \mathbf{E} \cdot \overline{\nabla \times \boldsymbol{\xi}}-\omega^{2} \epsilon \mathbf{E} \cdot \overline{\boldsymbol{\xi}}\right) \mathrm{d} V \\
& \quad-\int_{\mathcal{F}_{h}^{I}} \llbracket \mathbf{E} \rrbracket_{T} \cdot\left\{\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right\} \mathrm{d} S-\int_{\mathcal{F}_{h}^{I}}\left\{\mu^{-1} \nabla_{h} \times \mathbf{E}\right\} \cdot \llbracket \overline{\boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S \\
& \quad-\int_{\mathcal{F}_{h}^{B}} \delta(\mathbf{n} \times \mathbf{E}) \cdot\left(\overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}}\right) \mathrm{d} S-\int_{\mathcal{F}_{h}^{B}} \delta\left(\mu^{-1} \nabla_{h} \times \mathbf{E}\right) \cdot(\overline{\mathbf{n} \times \boldsymbol{\xi}}) \mathrm{d} S \\
& \quad-i \omega^{-1} \int_{\mathcal{F}_{h}^{I}} \beta \llbracket \mu^{-1} \nabla_{h} \times \mathbf{E} \rrbracket_{T} \cdot \llbracket \overline{\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}} \rrbracket_{T} \mathrm{~d} S-i \omega \int_{\mathcal{F}_{h}^{I}} \alpha \llbracket \mathbf{E} \rrbracket_{T} \cdot \llbracket \overline{\boldsymbol{\xi}}_{T} \mathrm{~d} S \\
& \quad-i \omega^{-1} \int_{\mathcal{F}_{h}^{B}} \delta \vartheta^{-1}\left[\mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \mathbf{E}\right)\right] \cdot\left[\overline{\mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \boldsymbol{\xi}\right)}\right] \mathrm{d} S \\
& \quad-i \omega \int_{\mathcal{F}_{h}^{B}}(1-\delta) \vartheta(\mathbf{n} \times \mathbf{E}) \cdot(\overline{\mathbf{n} \times \boldsymbol{\xi}}) \mathrm{d} S \quad \forall \mathbf{E}, \boldsymbol{\xi} \in \mathbf{T}\left(\mathcal{T}_{h}\right) .
\end{aligned}
$$

It is immediate so see that

$$
\begin{equation*}
\operatorname{Im}\left[\mathcal{A}_{\mathcal{M}, h}(\boldsymbol{\xi}, \boldsymbol{\xi})\right]=-\|\boldsymbol{\xi}\|_{\mathcal{F}_{\mathcal{M}, h}}^{2} \quad \forall \boldsymbol{\xi} \in \mathbf{T}\left(\mathcal{T}_{h}\right) . \tag{7.7}
\end{equation*}
$$

Existence and uniqueness of solutions to (7.5) readily follow.
By using the weighted Cauchy-Schwarz inequality and bounding $\delta$ by $1-\delta$, we obtain the following continuity property for the functional $\ell_{\mathcal{M}, h}(\cdot)$ :

$$
\begin{equation*}
\left|\ell_{\mathcal{M}, h}(\boldsymbol{\xi})\right| \leq\left\|(1-\delta)^{1 / 2} \vartheta^{-1 / 2}(\mathbf{n} \times \mathbf{g})\right\|_{0, \mathcal{F}_{h}^{B}} \mid\|\boldsymbol{\xi}\|_{\mathcal{F}_{\mathcal{M}, h}} \quad \forall \boldsymbol{\xi} \in \mathbf{T}\left(\mathcal{T}_{h}\right) . \tag{7.8}
\end{equation*}
$$

Combining (7.7) and (7.8) gives the continuous dependence of $\mathbf{E}_{p}$ on $\mathbf{g}$.

### 7.3.2. Error estimates in mesh-skeleton norm

By proceeding as in [96] and in Chapter 4, in order to prove continuity of the bilinear form $\mathcal{A}_{\mathcal{M}, h}(\cdot, \cdot)$, we define the following augmented norm on $\mathbf{T}\left(\mathcal{T}_{h}\right)$ :

$$
\begin{aligned}
& \|\mid\| \mathbf{w}\left\|\left\|_{\mathcal{F}_{\mathcal{M}, h}^{+}}^{2}:=\right\|\right\| \mathbf{w}\left\|_{\mathcal{F}_{\mathcal{M}, h}}^{2}+\omega\right\| \beta^{-1 / 2}\left\{\left\{\mathbf{w}_{T}\right\} \|_{0, \mathcal{F}_{h}^{I}}^{2}\right. \\
& \quad+\omega^{-1}\left\|\alpha^{-1 / 2}\left\{\left(\mu^{-1} \nabla_{h} \times \mathbf{w}\right)_{T}\right\}\right\|_{0, \mathcal{F}_{h}^{I}}^{2}+\omega\left\|\delta^{-1 / 2} \vartheta^{1 / 2}(\mathbf{n} \times \mathbf{w})\right\|_{0, \mathcal{F}_{h}^{B}}^{2} .
\end{aligned}
$$

Proposition 7.3.2. We have

$$
\left|\mathcal{A}_{\mathcal{M}, h}(\mathbf{E}, \boldsymbol{\xi})\right| \leq 2\left\|\left|\|\mathbf{E}\|_{\mathcal{F}_{\mathcal{M}, h}^{+}}\right|\right\| \boldsymbol{\xi} \|_{\mathcal{F}_{\mathcal{M}, h}} \quad \forall \mathbf{E}, \boldsymbol{\xi} \in \mathbf{T}\left(\mathcal{T}_{h}\right) .
$$

Proof. The result can be readily obtained from the expression (7.6) by using the weighted Cauchy-Schwarz inequality and bounding $\delta \leq 1-\delta<1$.

It is immediate to derive the following abstract error estimate in the energy $\left\|\|\left.|\cdot|\right|_{\mathcal{F}_{\mathcal{M}, h}}\right.$-norm.

Theorem 7.3.3. Assume that the analytical solution $\mathbf{E}$ to the Maxwell problem (5.2) belongs to $\mathbf{T}\left(\mathcal{T}_{h}\right) .{ }^{1}$ We have

$$
\left\|\left\|\mathbf{E}-\mathbf{E}_{p}\right\|\right\|_{\mathcal{F}_{\mathcal{M}, h}} \leq 3 \inf _{\boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)}\left\|\mid \mathbf{E}-\boldsymbol{\xi}_{p}\right\|_{\mathcal{F}_{\mathcal{M}, h}^{+}} .
$$

Proof. By the triangle inequality, we can write

$$
\left\|\left\|\mathbf{E}-\mathbf{E}_{p}\right\|\right\|_{\mathcal{F}_{\mathcal{M}, h}} \leq\left\|\left|\mathbf{E}-\boldsymbol{\xi}_{p}\| \|_{\mathcal{F}_{\mathcal{M}, h}}+\| \| \boldsymbol{\xi}_{p}-\mathbf{E}_{p}\right|\right\|_{\mathcal{F}_{\mathcal{M}, h}} \quad \forall \boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right) ;
$$

we only need to prove that $\left\|\left|\boldsymbol{\xi}_{p}-\mathbf{E}_{p}\| \| \mathcal{F}_{\mathcal{M}, h} \leq 3\right|\right\| \mathbf{E}-\boldsymbol{\xi}_{p} \mid \|_{\mathcal{F}_{\mathcal{M}, h}^{+}}$.
Since $\boldsymbol{\xi}_{p}-\mathbf{E}_{p} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$, then

$$
\left\|\mid \boldsymbol{\xi}_{p}-\mathbf{E}_{p}\right\| \|_{\mathcal{F}_{\mathcal{M}, h}}^{2}=-\operatorname{Im}\left[\mathcal{A}_{\mathcal{M}, h}\left(\boldsymbol{\xi}_{p}-\mathbf{E}_{p}, \boldsymbol{\xi}_{p}-\mathbf{E}_{p}\right)\right] ;
$$

by the Galerkin orthogonality and the continuity stated in Proposition 7.3.2 we obtain

$$
\left\|\left|\boldsymbol{\xi}_{p}-\mathbf{E}_{p}\left\|_{\mathcal{F}_{\mathcal{M}, h}}^{2} \leq 2\right\|\left\|\mathbf{E}-\boldsymbol{\xi}_{p} \mid\right\|_{\mathcal{F}_{\mathcal{M}, h}^{+}}\left\|\boldsymbol{\xi}_{p}-\mathbf{E}_{p}\right\| \|_{\mathcal{F}_{\mathcal{M}, h}}\right.\right.
$$

which allows to conclude.
Remark 7.3.4. The error bounds in Theorem 7.3.3 and Theorem 7.3.9 below are proved under minimal regularity assumptions on the analytical solutions, namely, $H^{1 / 2+s}, s>0$. This indicates that the considered methods are not affected by so-called spurious solutions (i.e., numerical solutions which converge to non-physical solutions; for discretizations to the Maxwell problem, this might occur in case of singularities).

[^9]On the other hand, Theorem 7.3.3 guarantees $p$-convergence of Trefftz-DG methods of the type considered in this paper only provided that the spaces $\mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)$ are such that

$$
\lim _{p \rightarrow+\infty} \inf _{\boldsymbol{\xi}_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)}\| \| \mathbf{E}-\boldsymbol{\xi}_{p} \|_{\mathcal{F}_{\mathcal{M}, h}^{+}}=0 .
$$

Thus possible restrictions on the solution smoothness to prove convergence of a given Trefftz-DG method are not due to the analysis framework, but would only depend on the choice of the approximation spaces.

### 7.3.3. Error estimates in a mesh-independent norm

For the Helmholtz problem, error estimates in the $L^{2}$-norm were derived in Section 4.3.1 and in [42] from error estimates in mesh skeleton norms, by proving the same bound for every Trefftz function. This was carried out by using a modified duality argument developed in [154].
The first issue in repeating that argument for the time-harmonic Maxwell problem consists in the lack of stability estimates for the dual problem with a generic (non divergence-free) $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$ on the right-hand side (see Chapter 5). In order to overcome this problem, we will consider the $L^{2}$-orthogonal Helmholtz decomposition of w

$$
\begin{equation*}
\mathbf{w}=\mathbf{w}_{0}+\nabla p, \tag{7.9}
\end{equation*}
$$

with $\mathbf{w}_{0} \in H\left(\operatorname{div}^{0} ; \Omega\right)$ and $p \in H_{0}^{1}(\Omega)$ (see, e.g., [152, Theorem 3.45]), and estimate $\mathbf{w}_{0}$ and $\nabla p$ separately.

An estimate of $\mathbf{w}_{0}$ in the $L^{2}$-norm can be obtained by proceeding like in Lemma 4.3.7, while the poor regularity of $p$, and here comes the second problem, does not allow to obtain an $L^{2}$-norm estimate of $\nabla p$ (and thus of w).
For this reason, we introduce the following weaker norm: for every $\mathbf{u} \in$ $L^{2}(\Omega)^{3}$, we define

$$
\|\mathbf{u}\|_{H(\mathrm{div} ; \Omega)^{\prime}}:=\sup _{\mathbf{v} \in H(\mathrm{div} ; \Omega)} \frac{\int_{\Omega} \mathbf{u} \cdot \overline{\mathbf{v}} \mathrm{d} V}{\|\mathbf{v}\|_{H(\mathrm{div} ; \Omega)}},
$$

where $\|\mathbf{v}\|_{H(\operatorname{div} ; \Omega)}^{2}=\|\mathbf{v}\|_{0, \Omega}^{2}+\operatorname{diam}(\Omega)^{2}\|\nabla \cdot \mathbf{v}\|_{0, \Omega}^{2}$. Notice that, for every $\mathbf{u} \in H\left(\operatorname{div}^{0} ; \Omega\right),\|\mathbf{u}\|_{H(\operatorname{div} ; \Omega)^{\prime}}=\|\mathbf{u}\|_{0, \Omega}$.
In the following, we bound the $L^{2}$-norm of $\mathbf{w}_{0}$ and the $H(\operatorname{div} ; \Omega)^{\prime}$-norm of $\nabla p$ by the $\|\|\cdot\|\|_{\mathcal{F}_{\mathcal{M}, h}}$-norm of $\mathbf{w}$ (see Propositions 7.3 .5 and 7.3.7 below). Then, error estimates of the Trefftz-DG methods presented in this paper in the $H(\text { div } ; \Omega)^{\prime}$ 'norm will follow from error estimates in the $\left\|\|\cdot \mid\|_{\mathcal{F}_{\mathcal{M}, h}}\right.$-norm. These final estimates are reported in Theorem 7.3.9 below.

From now on, the shape regularity measure s.r. $\left(\mathcal{T}_{h}\right)$ and the quasi-uniformity measure q.u. $\left(\mathcal{T}_{h}\right)$, defined in Section 4.3 .1 will enter the constants in the error estimates.
As mentioned before, in the next proposition we bound $\left\|\mathbf{w}_{0}\right\|_{0, \Omega}$ by a modified duality argument.

## 7. Trefftz-discontinuous Galerkin methods for the Maxwell equations

Proposition 7.3.5. Let $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$ and let $\mathbf{w}_{0} \in H\left(\operatorname{div}^{0} ; \Omega\right)$ be its first component in decomposition (7.9). Then, there exists a positive constant $C$ independent of $\mathbf{w}, h, p$ and $\omega$ such that

$$
\left\|\mathbf{w}_{0}\right\|_{0, \Omega} \leq C\left[\omega^{-1 / 2} h^{-1 / 2}+\omega^{-1 / 2} h^{s}+\omega^{1 / 2} h^{s}\right] \mid\|\mathbf{w}\| \|_{\mathcal{F}_{\mathcal{M}, h}}
$$

for all real parameters $s>0$ satisfying the upper bound in Theorem 5.5.5. The constant $C$ depends on $\Omega$, s, s.r. $\left(\mathcal{T}_{h}\right)$, q.u. $\left(\mathcal{T}_{h}\right), \vartheta, \mu$, and on the flux parameters.

Proof. Consider the Maxwell adjoint problem with source term $\mathbf{w}_{0}$

$$
\begin{cases}\nabla \times\left(\mu^{-1} \nabla \times \mathbf{\Phi}\right)-\omega^{2} \epsilon \boldsymbol{\Phi}=\mathbf{w}_{0} & \text { in } \Omega  \tag{7.10}\\ \left(\mu^{-1} \nabla \times \boldsymbol{\Phi}\right) \times \mathbf{n}+i \omega \vartheta(\mathbf{n} \times \boldsymbol{\Phi}) \times \mathbf{n}=\mathbf{0} & \text { on } \partial \Omega\end{cases}
$$

and let $\boldsymbol{\Phi}$ be its solution. Since, due to the $L^{2}$-orthogonality of decomposition (7.9),

$$
\left\|\mathbf{w}_{0}\right\|_{0, \Omega}^{2}=\int_{\Omega} \mathbf{w}_{0} \cdot \overline{\mathbf{w}} \mathrm{~d} V
$$

by multiplying the first equation of problem (7.10) by $\mathbf{w}$, integrating by parts twice and taking into account that $\mathbf{w}$ is a Trefftz' function, we have

$$
\begin{aligned}
\int_{\Omega} \mathbf{w}_{0} \cdot \overline{\mathbf{w}} \mathrm{~d} V= & \sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \mathbf{n} \times \boldsymbol{\Phi} \cdot\left(\overline{\mu^{-1} \nabla \times \mathbf{w}}\right) \mathrm{d} S \\
& +\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \mathbf{n} \times\left(\mu^{-1} \nabla \times \mathbf{\Phi}\right) \cdot \overline{\mathbf{w}} \mathrm{d} S \\
= & \left.-\int_{\mathcal{F}_{h}^{I}}\left(\boldsymbol{\Phi} \cdot \llbracket \overline{\mu^{-1} \nabla_{h} \times \mathbf{w}} \rrbracket_{T}+\left(\mu^{-1} \nabla \times \boldsymbol{\Phi}\right) \cdot \llbracket \overline{\mathbf{w}}\right]_{T}\right) \mathrm{d} S \\
& +\int_{\mathcal{F}_{h}^{B}}\left(\mathbf{n} \times \boldsymbol{\Phi} \cdot\left(\overline{\mu^{-1} \nabla_{h} \times \mathbf{w}}\right)+\mathbf{n} \times\left(\mu^{-1} \nabla \times \mathbf{\Phi}\right) \cdot \overline{\mathbf{w}}\right) \mathrm{d} S .
\end{aligned}
$$

The boundary condition in the second equation of (7.10) implies that

$$
\mathbf{n} \times\left(\mu^{-1} \nabla \times \boldsymbol{\Phi}\right) \cdot \overline{\mathbf{w}}=i \omega \vartheta(\mathbf{n} \times \boldsymbol{\Phi}) \cdot(\overline{\mathbf{n} \times \mathbf{w}})
$$

using this and the weighted Cauchy-Schwarz inequality, together with (1-$\delta)^{-1 / 2} \leq \delta^{-1 / 2}$, and the definition of the $\|\|\cdot\|\|_{\mathcal{F}_{\mathcal{M}, h}}$ norm, we get

$$
\begin{aligned}
& \left|\int_{\Omega} \mathbf{w}_{0} \cdot \overline{\mathbf{w}} \mathrm{~d} V\right| \\
& \leq\left[\sum_{f \in \mathcal{F}_{h}^{I}}\left(\omega\left\|\beta^{-1 / 2} \mathbf{n} \times \boldsymbol{\Phi}\right\|_{0, f}^{2}+\omega^{-1}\left\|\alpha^{-1 / 2} \mathbf{n} \times\left(\mu^{-1} \nabla \times \boldsymbol{\Phi}\right)\right\|_{0, f}^{2}\right)\right. \\
& \left.\quad \quad+\sum_{f \in \mathcal{F}_{h}^{B}} \omega\left\|\delta^{-1 / 2} \vartheta^{1 / 2} \mathbf{n} \times \boldsymbol{\Phi}\right\|_{0, f}^{2}\right]^{1 / 2}\| \| \mathbf{w} \|\left.\right|_{\mathcal{F}_{\mathcal{M}, h}} \\
& =: \\
& \quad \mathcal{G}(\boldsymbol{\Phi})^{1 / 2}\|\mathbf{w}\| \|_{\mathcal{F}_{\mathcal{M}, h}} .
\end{aligned}
$$

Defining $\zeta$ on $\mathcal{F}_{h}$ by $\zeta=\beta$ if $f \in \mathcal{F}_{h}^{I}$ and $\zeta=\delta \vartheta^{-1}$ if $f \in \mathcal{F}_{h}^{B}$, we can write

$$
\mathcal{G}(\boldsymbol{\Phi}) \leq \sum_{K \in \mathcal{T}_{h}}\left(\omega\left\|\zeta^{-1 / 2} \mathbf{n} \times \boldsymbol{\Phi}\right\|_{0, \partial K}^{2}+\omega^{-1}\left\|\alpha^{-1 / 2} \mathbf{n} \times\left(\mu^{-1} \nabla \times \boldsymbol{\Phi}\right)\right\|_{0, \partial K}^{2}\right)
$$

For any $K \in \mathcal{T}_{h}$, the trace inequality

$$
\begin{equation*}
\|u\|_{0, \partial K}^{2} \leq C\left(h_{K}^{-1}\|u\|_{0, K}^{2}+h_{K}^{2 \eta}|u|_{1 / 2+\eta, K}^{2}\right) \quad \forall u \in H^{1 / 2+\eta}(K) \tag{7.11}
\end{equation*}
$$

holds provided that $\eta>0$, with $C>0$ depending only on the shape of $K$ and on $\eta$ (see [145, Theorem A.2]). Since, from Theorem 5.5.5, $\boldsymbol{\Phi}$ belongs to $H^{1 / 2+s}(\operatorname{curl} ; \Omega)$ for all $s>0$ satisfying the upper bound in Theorem 5.5.5, using the previous trace inequality and taking into account that the material coefficients are constant, we get

$$
\begin{aligned}
\mathcal{G}(\boldsymbol{\Phi}) \leq C & {\left[\omega h^{-1}\|\boldsymbol{\Phi}\|_{0, \Omega}^{2}+\omega h^{2 s}\|\boldsymbol{\Phi}\|_{1 / 2+s, \Omega}^{2}\right.} \\
& \left.+\omega^{-1} h^{-1}\|\nabla \times \boldsymbol{\Phi}\|_{0, \Omega}^{2}+\omega^{-1} h^{2 s}\|\nabla \times \boldsymbol{\Phi}\|_{1 / 2+s, \Omega}^{2}\right]
\end{aligned}
$$

with the constant $C>0$ independent of $h, p$ and $\omega$, but depending on $s, \mu$, s.r. $\left(\mathcal{T}_{h}\right)$, q.u. $\left(\mathcal{T}_{h}\right)$, and on the flux parameters. Using the stability estimates in Theorem 5.5.5, we obtain

$$
\mathcal{G}(\boldsymbol{\Phi}) \leq C\left[\omega^{-1} h^{-1}+\omega^{-1} h^{2 s}+\omega h^{2 s}\right]\left\|\mathbf{w}_{0}\right\|_{0, \Omega}^{2}
$$

which gives the result.
Before deriving an estimate for the component $\nabla p$ of decomposition (7.9), we recall the following regularity result ( $c f$. Corollary (5.5.2)).

Lemma 7.3.6. [100, Corollaries 2.6.7, 2.6.8] Under our assumptions on $\Omega$, there exists $\eta^{*}, 0<\eta^{*} \leq 1 / 2$, depending only on $\Omega$ such that, for all $q \in H_{0}^{1}(\Omega)$ satisfying $\Delta q \in L^{2}(\Omega)$, we have that $q$ belongs to $H^{3 / 2+\eta}(\Omega)$ for all $\eta<\eta^{*}$ and

$$
|q|_{3 / 2+\eta, \Omega} \leq C\|\Delta q\|_{0, \Omega}^{2},
$$

with a positive constant $C$ depending only on $\Omega$ and on $\eta$. If $\Omega$ is convex, this holds true for all $0<\eta \leq 1 / 2$.

Proposition 7.3.7. Let $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$ and let $p \in H_{0}^{1}(\Omega)$ be the second component of its decomposition (7.9). Then, there exists a positive constant $C$ independent of $\mathbf{w}, h, p$ and $\omega$, but depending on $\Omega, \epsilon$, and on the flux parameter $\beta$, such that

$$
\|\nabla p\|_{H(\mathrm{div} ; \Omega)^{\prime}} \leq C \omega^{-3 / 2}\left(h^{-1 / 2}+h^{\eta}\right)\|\mid \boldsymbol{w}\| \|_{\mathcal{F}_{\mathcal{M}, h}}
$$

for all $\eta>0$ satisfying the upper bounds in Lemma 7.3.6.

## 7. Trefftz-discontinuous Galerkin methods for the Maxwell equations

Proof. Let $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$ and let $q \in H_{0}^{1}(\Omega)$ be as in Lemma 7.3.6, i.e., $\Delta q \in$ $L^{2}(\Omega)$; we have

$$
\begin{align*}
& \left|\int_{\Omega} \mathbf{w} \cdot \nabla \bar{q} \mathrm{~d} V\right|=\left|\sum_{K \in \mathcal{T}_{h}} \int_{K} \frac{1}{\omega^{2} \epsilon} \nabla_{h} \times\left(\mu^{-1} \nabla_{h} \times \mathbf{w}\right) \cdot \nabla \bar{q} \mathrm{~d} V\right| \\
& =\frac{1}{\omega^{2} \epsilon}\left|\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} \mathbf{n} \times\left(\mu^{-1} \nabla_{h} \times \mathbf{w}\right) \cdot \nabla \bar{q} \mathrm{~d} S\right| \\
& \underset{\underline{\underline{0}}}{\nabla q \in H(\text { curl } ; \Omega),} \quad \frac{1}{\omega^{2} \epsilon}\left|\int_{\mathcal{F}_{h}^{I}} \llbracket \mu^{-1} \nabla_{h} \times \mathbf{w} \rrbracket_{T} \cdot \nabla \bar{q} \mathrm{~d} S\right| \\
& \leq \frac{1}{\omega^{3 / 2} \epsilon \beta_{\text {min }}^{1 / 2}}|\|\mathbf{w}\||_{\mathcal{F}_{\mathcal{M}, h}}\|\nabla q\|_{0, \mathcal{F}_{h}^{I}} \\
& \left.\stackrel{(7.11)}{\leq} \frac{C}{\omega^{3 / 2} \epsilon \beta_{\text {min }}^{1 / 2}}|||\mathbf{w}|||\right|_{\mathcal{M}, h}\left(h^{-1 / 2}|q|_{1, \Omega}+h^{\eta}|q|_{3 / 2+\eta, \Omega}\right) \\
& \leq \frac{C\left(h^{-\frac{1}{2}}+h^{\eta}\right)}{\omega^{3 / 2} \epsilon \beta_{\text {min }}^{1 / 2}}| ||\mathbf{w}|\left\|_{\mathcal{F}_{\mathcal{M}, h}}\right\| \Delta q \|_{0, \Omega}, \tag{7.12}
\end{align*}
$$

with $\beta_{\text {min }}:=\min _{\mathbf{x} \in \mathcal{F}_{h}^{I}} \beta$, and the positive constant $C$ depending only on $\Omega$.
Given a function $\mathbf{v} \in H($ div; $\Omega)$, consider its $L^{2}$-orthogonal Helmholtz decomposition $\mathbf{v}=\mathbf{v}_{0}+\nabla q_{\mathbf{v}}$ with $\mathbf{v}_{0} \in H\left(\operatorname{div}^{0} ; \Omega\right)$ and $q_{\mathbf{v}} \in H_{0}^{1}(\Omega)$; then, $\Delta q_{\mathbf{v}}=\nabla \cdot \mathbf{v}$ and $\left(\nabla q^{\prime}, \mathbf{v}_{0}\right)=0$ for every $q^{\prime} \in H_{0}^{1}(\Omega)$. This allows to derive the desired bound:

$$
\begin{aligned}
& \|\nabla p\|_{H(\text { div }, \Omega)^{\prime}}=\sup _{\mathbf{v} \in H(\operatorname{div}, \Omega)} \frac{\int_{\Omega} \nabla p \cdot \overline{\mathbf{v}} \mathrm{~d} V}{\|\mathbf{v}\|_{H(\text { div }, \Omega)}} \\
& \stackrel{(7.9)}{=} \sup _{\mathbf{v} \in H(\text { div }, \Omega)} \frac{\int_{\Omega} \nabla p \cdot \overline{\mathbf{v}}_{0} \mathrm{~d} V+\int_{\Omega}\left(\mathbf{w}-\mathbf{w}_{0}\right) \cdot \nabla \bar{q}_{\mathbf{v}} \mathrm{d} V}{\|\mathbf{v}\|_{H(\text { div }, \Omega)}} \\
& \int_{\Omega} \nabla q^{\prime} \cdot \overline{\mathbf{v}}_{0} \mathrm{~d} V=\left(\mathbf{w}_{0}, \nabla q^{\prime}\right)=0, \\
& \forall q^{\prime} \in H_{0}^{1}(\Omega) \quad \sup _{\mathbf{v} \in H(\operatorname{div}, \Omega)} \frac{\int_{\Omega} \mathbf{w} \cdot \nabla \bar{q}_{\mathbf{v}} \mathrm{d} V}{\|\mathbf{v}\|_{H(\operatorname{div}, \Omega)}} \\
& \stackrel{(7.12)}{\leq} \frac{C\left(h^{-\frac{1}{2}}+h^{\eta}\right)}{\omega^{3 / 2} \epsilon \beta_{\text {min }}^{1 / 2}}\|\mid \mathbf{w}\| \|_{\mathcal{F}, h} \sup _{\mathbf{v} \in H(\text { div }, \Omega)} \frac{\left\|\Delta q_{\mathbf{v}}\right\|_{0, \Omega}}{\|\mathbf{v}\|_{H(\text { div }, \Omega)}} \\
& \Delta q_{\mathbf{v}}=\nabla \cdot \mathbf{v} \frac{C\left(h^{-\frac{1}{2}}+h^{\eta}\right)}{\omega^{3 / 2} \epsilon \beta_{\text {min }}^{1 / 2}}\|\mid \mathbf{w}\| \|_{\mathcal{F}_{\mathcal{M}, h}} \sup _{\mathbf{v} \in H(\text { div }, \Omega)} \frac{\|\nabla \cdot \mathbf{v}\|_{0, \Omega}}{\|\mathbf{v}\|_{H(\text { div }, \Omega)}} \\
& \leq \frac{C\left(h^{-\frac{1}{2}}+h^{\eta}\right)}{\omega^{3 / 2} \epsilon \beta_{\text {min }}^{1 / 2}}\left|\|\mathbf{w} \mid\|_{\mathcal{F}_{\mathcal{M}, h}} .\right.
\end{aligned}
$$

We have the following result.

Proposition 7.3.8. Let $\mathbf{w} \in \mathbf{T}\left(\mathcal{T}_{h}\right)$. Under our assumptions on $\Omega$ and on the material coefficients, there exists a positive constant $C$ independent of $\mathbf{w}, h$, $p$ and $\omega$ such that

$$
\|\mathbf{w}\|_{H(\operatorname{div} ; \Omega)^{\prime}} \leq C f(\omega, h)\| \| \mathbf{w} \|_{\mathcal{F}_{\mathcal{M}, h}}
$$

with

$$
\begin{equation*}
f(\omega, h):=\left[\omega^{-1 / 2} h^{-1 / 2}+\omega^{-1 / 2} h^{s}+\omega^{1 / 2} h^{s}+\omega^{-3 / 2}\left(h^{-1 / 2}+h^{\eta}\right)\right] \tag{7.13}
\end{equation*}
$$

for all $s>0$ and $\eta>0$ satisfying the upper bounds in Theorem 5.5.5 and Lemma 7.3.6, respectively. The constant $C$ depends on $\Omega$, s, $\eta$, s.r. $\left(\mathcal{T}_{h}\right)$, q.u. $\left(\mathcal{T}_{h}\right), \vartheta, \epsilon, \mu$, and on the flux parameters.

Proof. By using the properties of the Helmholtz decomposition (7.9), we have

$$
\|\mathbf{w}\|_{H(\operatorname{div}, \Omega)^{\prime}} \leq\left\|\mathbf{w}_{0}\right\|_{0, \Omega}+\|\nabla p\|_{H(\operatorname{div}, \Omega)^{\prime}}
$$

The result follows from Proposition 7.3.5 and Proposition 7.3.7.
The main result of this section directly follows from Theorem 7.3.3 and Proposition 7.3.8.

Theorem 7.3.9. In addition to our assumptions on $\Omega, \mathbf{g}$ and on the material coefficients, assume that the analytical solution $\mathbf{E}$ to the Maxwell problem (5.2) belongs to $\mathbf{T}\left(\mathcal{T}_{h}\right)$. Then there exists a positive constant $C$ independent of $h, p$ and $\omega$ such that

$$
\left\|\mathbf{E}-\mathbf{E}_{p}\right\|_{H(\operatorname{div} ; \Omega)^{\prime}} \leq C f(\omega, h) \inf _{\xi_{p} \in \mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)}\left\|\left|\mathbf{E}-\boldsymbol{\xi}_{p}\right|\right\|_{\mathcal{F}_{\mathcal{M}, h}^{+}}
$$

with $f(\omega, h)$ given by (7.13), for all $s>0$ and $\eta>0$ satisfying the upper bounds in Theorem 5.5.5 and Lemma 7.3.6, respectively. The constant $C$ depends on $\Omega, s, \eta$, s.r. $\left(\mathcal{T}_{h}\right)$, q.u. $\left(\mathcal{T}_{h}\right), \vartheta, \epsilon, \mu$, and on the flux parameters,

Remark 7.3.10. The error estimate given in Theorem 7.3 .9 should not be considered as an $h$-version error estimate. Indeed, as already mentioned in Remark 7.2.1, one could adapt to the Maxwell problem the mesh size dependent numerical fluxes and the analysis framework developed in [96] for the Helmholtz equation. In this way, one should obtain better estimates, namely, with no negative powers of $h$ in the expression of $f(\omega, h)$, provided that a threshold condition is satisfied.

### 7.4. The PWDG method

We denote by Plane Wave Discontinuous Galerkin (PWDG) method the particular Trefftz-DG method which makes use of plane wave basis functions. Vector-valued plane waves are vector field defined as $\mathbf{x} \mapsto \mathbf{a} e^{i \kappa \mathbf{x} \cdot \mathbf{d}}$, where $\mathbf{a}$ and $\mathbf{d}$ are constant unit vectors and $\kappa:=\omega \sqrt{\epsilon \mu}$. They are componentwise solutions to the Helmholtz equation and they are solution to the Maxwell equation if and only if $\mathbf{a} \cdot \mathbf{d}=0$.

We define local plane wave approximation spaces in a slightly different way than the one in [121], we follow instead Section 6.2.1. Given an integer $q \geq 1$, introduce a set of $p=(q+1)^{2}$ plane wave propagation directions $\left\{\mathbf{d}_{\ell}\right\}_{1 \leq \ell \leq p}$, together with the associated set of $2 p$ pairs of directions:

$$
\begin{equation*}
d_{2 p}(K):=\left\{\left(\mathbf{d}_{\ell}, \mathbf{a}_{\nu, \ell}\right)_{\substack{1 \leq \ell \leq p \\ \nu=1,2}} \in \mathbb{S}^{2} \times \mathbb{S}^{2}, \mathbf{d}_{\ell} \cdot \mathbf{a}_{1, \ell}=0, \mathbf{a}_{2, \ell}=\mathbf{a}_{1, \ell} \times \mathbf{d}_{\ell}\right\} . \tag{7.14}
\end{equation*}
$$

Then, we define $\mathbf{P W}_{\omega, 2 p}^{E}(K)$ as
$\mathbf{P W}_{\omega, 2 p}^{E}(K):=\left\{\sum_{\substack{1 \leq \ell \leq p \\ \nu=1,2}} \alpha_{\nu, \ell} \mathbf{a}_{\nu, \ell} e^{i \kappa \mathbf{x} \cdot \mathbf{d}_{\ell}},\left(\mathbf{d}_{\ell}, \mathbf{a}_{\nu, \ell}\right)_{\substack{\leq \ell \leq 1 \\ \nu=1,2}} \in d_{2 p}(K), \alpha_{\nu, \ell} \in \mathbb{C}\right\}$,
where $\mathbf{a}_{\nu, \ell}, \nu=1,2$, represent the polarization directions of the plane wave propagating along $\mathbf{d}_{\ell}$. Finally, we define the discrete Maxwell-Trefftz spaces $\mathbf{P W}_{\omega, 2 p}^{E}\left(\mathcal{T}_{h}\right) \subset \mathbf{T}\left(\mathcal{T}_{h}\right):$

$$
\mathbf{P W}_{\omega, 2 p}^{E}\left(\mathcal{T}_{h}\right):=\left\{\boldsymbol{\xi}_{2 p} \in L^{2}(\Omega)^{3}:\left.\boldsymbol{\xi}_{2 p}\right|_{K} \in \mathbf{P W}_{\omega, 2 p}^{E}(K) \forall K \in \mathcal{T}_{h}\right\} .
$$

Of course, a different set of directions could be chosen for each mesh element.
We also make the following assumptions on the mesh and the plane wave propagation directions in order to use the approximation estimates of Corollary 3.5 .5 in every element:

- for every element $K \in \mathcal{T}_{h}$, the matrix $\mathbf{M}$ defined in (3.32) depending on the propagation directions is invertible and the norm $\left\|\mathbf{M}^{-1}\right\|_{1}$ grows less than exponentially with respect to its size $p$ (e.g., the directions are the optimal ones of Lemma 3.4.6 or Sloan's directions of Remark 3.4.7);
- there exist two parameters $0<\rho_{0} \leq \rho \leq 1 / 2$ such that all the elements $K \in \mathcal{T}_{h}$ (after a suitable translation) satisfy Assumption 3.1.1. For example, a shape-regular mesh with convex elements satisfies this condition with $\rho=\rho_{0}=\left(2 \text { s.r. }\left(\mathcal{T}_{h}\right)\right)^{-1}$;
- we have $q \geq 2\left(1+2^{1 / \lambda \tau_{h}}\right)$ where $\lambda_{\mathcal{T}_{h}}$ is the geometric parameter defined in (4.19).

In Lemma 7.4.1 we use Theorem 6.2.1 and the trace inequality to derive approximation estimates in $\mathbf{P W}_{\omega, 2 p}^{E}\left(\mathcal{T}_{h}\right)$ in the mesh-dependent $\left|\left||\cdot| \|_{\mathcal{F}_{\mathcal{M}, h}^{+}}\right.\right.$-norm. Then, in Theorem 7.4.3, we will insert these estimates into Theorem 7.3.3 and Theorem 7.3.9 in order to derive convergence rates of the PWDG method for problem (7.1).

Lemma 7.4.1. We fix $q, k \in \mathbb{N}, k \geq 2, q \geq 2 k+1, p=(q+1)^{2}$, and assume $\mathcal{T}_{h}$ and $d_{2 p}(K)$ to satisfy the assumptions stated in this section. Then, for every $\mathbf{E} \in H^{k+1}\left(\operatorname{curl} ; \mathcal{T}_{h}\right)$ solution of (5.2), there exists $\boldsymbol{\xi}_{2 p} \in \mathbf{P W}_{\omega, 2 p}^{E}\left(\mathcal{T}_{h}\right)$ such that
$\left|\left|\mid \mathbf{E}-\boldsymbol{\xi}_{2 p}\| \|_{\mathcal{F}_{\mathcal{M}, h}^{+}}^{2}\right.\right.$

$$
\leq C \kappa^{-4}\left(\omega h^{-1} \varepsilon_{1}^{2}+\omega \varepsilon_{1} \varepsilon_{2}+\omega^{-1} \mu^{-2} h^{-1} \varepsilon_{2}^{2}+\omega^{-1} \mu^{-2} \varepsilon_{2} \varepsilon_{3}\right)\|\nabla \times \mathbf{E}\|_{k+1, \kappa, K}^{2}
$$

where the terms $\varepsilon_{j}$ were defined in (4.20) (now $\omega$ is substituted by $\kappa$ ) and $C>0$ is independent of $p, h, \omega, \epsilon, \mu, \kappa, \mathbf{E}$, but depends on the shape of the elements $K \in \mathcal{T}_{h}, k, \vartheta$, and on the flux parameters $\alpha, \beta$ and $\delta$.

Proof. For every element $K \in \mathcal{T}_{h}$ and for every $1 \leq j \leq k+1$, the bound (6.5) reads:

$$
\begin{equation*}
\left|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right|_{j-1, K} \leq C \kappa^{-2} \varepsilon_{j}\|\nabla \times \mathbf{E}\|_{k+1, \kappa, K} \tag{7.15}
\end{equation*}
$$

which, together with the trace inequality, gives

$$
\begin{gathered}
\left\|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right\|_{0, \partial K}^{2} \stackrel{(4.17)}{\leq} C\left(h_{K}^{-1}\left\|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right\|_{0, K}^{2}+\left\|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right\|_{0, K}\left|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right|_{1, K}\right) \\
\stackrel{(7.15)}{\leq} C \kappa^{-4} \varepsilon_{1}\left(\varepsilon_{1} h^{-1}+\varepsilon_{2}\right)\|\nabla \times \mathbf{E}\|_{k+1, \kappa, K}^{2}
\end{gathered}
$$

and

$$
\begin{gathered}
\left\|\nabla \times\left(\mathbf{E}-\boldsymbol{\xi}_{2 p}\right)\right\|_{0, \partial K}^{2} \stackrel{(4.17)}{\leq} C\left(h_{K}^{-1}\left|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right|_{1, K}^{2}+\left|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right|_{1, K}\left|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right|_{2, K}\right) \\
\stackrel{(7.15)}{\leq} C \kappa^{-4} \varepsilon_{2}\left(\varepsilon_{2} h^{-1}+\varepsilon_{3}\right)\|\nabla \times \mathbf{E}\|_{k+1, \kappa, K}^{2}
\end{gathered}
$$

The assertion follows from the definition of the $\|\|\cdot\|\|_{\mathcal{F}_{\mathcal{M}, h}^{+}}$-norm:

$$
\begin{aligned}
& \left\|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right\|_{\mathcal{F}_{\mathcal{M}, h}^{+}}^{2} \leq 2 \sum_{K \in \mathcal{T}_{h}}\left[\omega\left(\alpha+\beta^{-1}+\left(1-\delta+\delta^{-1}\right) \vartheta\right)\left\|\left(\mathbf{E}-\boldsymbol{\xi}_{2 p}\right)_{T}\right\|_{0, \partial K}^{2}\right. \\
& \left.\quad+\omega^{-1}\left(\alpha^{-1}+\beta+\vartheta^{-1}\right)\left\|\mu^{-1}\left(\nabla \times\left(\mathbf{E}-\boldsymbol{\xi}_{2 p}\right)\right)_{T}\right\|_{0, \partial K}^{2}\right] \\
& \leq C \kappa^{-4}\left(\omega h^{-1} \varepsilon_{1}^{2}+\omega \varepsilon_{1} \varepsilon_{2}+\omega^{-1} \mu^{-2} h^{-1} \varepsilon_{2}^{2}+\omega^{-1} \mu^{-2} \varepsilon_{2} \varepsilon_{3}\right)\|\nabla \times \mathbf{E}\|_{k+1, \kappa, K}^{2}
\end{aligned}
$$

Remark 7.4.2. Asymptotically, the coefficients $\varepsilon_{j}$ behave, for increasing $q$ and decreasing $h$, as $\left(h q^{-\lambda} T_{h}\right)^{k+1-j}$. Therefore, for large $q$, the estimates of Lemma 7.4.1 can be written as

$$
\begin{equation*}
\left\|\mathbf{E}-\boldsymbol{\xi}_{2 p}\right\|_{\mathcal{F}_{\mathcal{M}, h}^{+}} \leq C \omega^{-5 / 2}\left(\frac{h}{q^{\lambda}}\right)^{k-3 / 2}\|\nabla \times \mathbf{E}\|_{k+1, \omega, \Omega} \tag{7.16}
\end{equation*}
$$

where the constant $C$ depends also on $\epsilon$ and $\mu$ and is an increasing function of the product $\omega h$.

Inserting the estimates (7.16) within Theorem 7.3.3 and Theorem 7.3.9, we have the following convergence rates.

Theorem 7.4.3. Assume that the analytical solution $\mathbf{E}$ to the Maxwell problem (5.2) belongs to $H^{k+1}(\operatorname{curl} ; \Omega)$, with $k \geq 2$. Assume that the mesh $\mathcal{T}_{h}$ and the directions $d_{2 p}(K)$, for every $K \in \mathcal{T}_{h}$, satisfy the assumptions stated in this section and let $\mathbf{E}_{p} \in \mathbf{P W}_{\omega, 2 p}^{E}\left(\mathcal{T}_{h}\right), p=(q+1)^{2} \in \mathbb{N}$, with $q \geq 2 k+1$, be the $P W D G$ numerical solution.

Then, there exist two constants $C_{1}, C_{2}>0$ independent of $p$ but depending on $\omega$ and $h$ only through the product $\omega h$ as an increasing function, such that, for large $p$,

$$
\begin{align*}
\left\|\mathbf{E}-\mathbf{E}_{p}\right\| \|_{\mathcal{F}, h} & \leq C_{1} \omega^{-5 / 2}\left(\frac{h}{q^{\lambda}}\right)^{k-3 / 2}\|\nabla \times \mathbf{E}\|_{k+1, \omega, \Omega}, \\
\left\|\mathbf{E}-\mathbf{E}_{p}\right\|_{H(\operatorname{div} ; \Omega)^{\prime}} & \leq C_{2}\left(\omega^{-5 / 2}+\omega^{-4}\right) \frac{h^{k-2}}{q^{\lambda(k-3 / 2)}}\|\nabla \times \mathbf{E}\|_{k+1, \omega, \Omega} \tag{7.17}
\end{align*}
$$

Here, $C_{1}=C_{1}(\omega h)$ and $C_{2}=C_{2}(\omega h)$ depend on the shape of the elements $K \in \mathcal{T}_{h}, r, \vartheta, \epsilon, \mu$, and on the flux parameters; $C_{2}$ also depends on $\Omega$, s.r. $\left(\mathcal{T}_{h}\right)$, and q.u. $\left(\mathcal{T}_{h}\right)$.

Proof. The first bound is straightforward. To derive the second bound, we simply notice that, for $f(\omega, h)$ defined by (7.13) we have

$$
f(\omega, h) \leq C h^{-1 / 2}\left(1+\omega^{-3 / 2}\right),
$$

where $C>0$ depends only on $\Omega$ and on the product $\omega h$ as an increasing function.

Remark 7.4.4. If the solution $\mathbf{E}$ admits an analytic extension outside $\Omega$, the convergence of the estimates in Lemma 7.4.1, Remark 7.4.2 and thus in Theorem 7.4.3 is exponential in $p$ (see the Remarks 3.5 .8 and 4.4.9).
Remark 7.4.5. Using part (ii) of Theorem 6.2.3 it is straightforward to prove that $\mathbf{E}$ can be approximated by a Maxwell generalized harmonic polynomial $\mathbf{Q}_{L+1}$ (i.e., a divergence-free vector spherical wave, see Section 6.2.2) of degree at most $L+1$, with $L \geq \max \left\{k, 2^{1 / \lambda \tau_{h}}\right\}$, with the bounds

$$
\begin{aligned}
\left\|\mathbf{E}-\mathbf{Q}_{L+1}\right\| \|_{\mathcal{F}_{\mathcal{M}, h}} & \leq C_{1} \omega^{-5 / 2}\left(\frac{h}{L^{\lambda}}\right)^{k-3 / 2}\|\nabla \times \mathbf{E}\|_{k+1, \omega, \Omega} \\
\left\|\mathbf{E}-\mathbf{Q}_{L+1}\right\|_{H(\mathrm{div} ; \Omega)^{\prime}} & \leq C_{2}\left(\omega^{-5 / 2}+\omega^{-4}\right) \frac{h^{k-2}}{L^{\lambda(k-3 / 2)}}\|\nabla \times \mathbf{E}\|_{k+1, \omega, \Omega}
\end{aligned}
$$

The order of convergence in $h$ can be increased by one with the use of Theorem 6.3.2; in this case the $H^{k+1}(\Omega)^{3}$-norm of $\nabla \times \mathbf{E}$ on the right-hand side of the bounds has to be substituted by the same norm of $\mathbf{E}$.

Numerical results that shows the effectiveness of the UWVF discretization by vector spherical waves are presented in [18]. Of course, plane and spherical waves can be used together in the same or in different elements.
Remark 7.4.6. The final bounds (7.17) are not sharp because the procedure used in Section 6.2.1 to transfer the best approximation properties from scalar to Maxwell plane waves sacrifices one order of convergence both in $h$ and $q$ (see Remark 6.2.2). This also implies that, in order to guarantee $h$ - or $p$ convergence in Theorem 7.4.3, E must belong to $H^{3}(\operatorname{curl} ; \Omega)$ (because in the proof of Lemma 7.4.1 we used $\varepsilon_{3}$ which is defined only for vector fields with this regularity); on the other hand, Remark 7.3.4 indicates that this requirement does not depend on the formulation of the TDG method (cf. the Helmholtz case in Remark 4.4.11).

## A. Vector calculus identities

Here we write for reference some well-known vector identities. We use them for the analysis of Maxwell and elasticity problems, so we focus on the threedimensional case only.

For every $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ in $\mathbb{C}^{3}$, it holds

$$
\begin{align*}
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C}) & =\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})=\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})  \tag{A.1}\\
\mathbf{A} \times(\mathbf{B} \times \mathbf{C}) & =(\mathbf{A} \cdot \mathbf{C}) \mathbf{B}-(\mathbf{A} \cdot \mathbf{B}) \mathbf{C} \tag{A.2}
\end{align*}
$$

For every continuously differentiable scalar function $\psi \in C^{1}(\Omega, \mathbb{C})$ and for every continuously differentiable vector field $\mathbf{A}, \mathbf{B} \in C^{1}\left(\Omega, \mathbb{C}^{3}\right)$, where $\Omega \subset \mathbb{R}^{3}$ is an open domain, we have

$$
\begin{align*}
\nabla \cdot(\psi \mathbf{A}) & =\psi \nabla \cdot \mathbf{A}+\mathbf{A} \cdot \nabla \psi,  \tag{A.3}\\
\nabla \times(\psi \mathbf{A}) & =\psi \nabla \times \mathbf{A}+(\nabla \psi) \times \mathbf{A},  \tag{A.4}\\
\nabla \cdot(\mathbf{A} \times \mathbf{B}) & =\mathbf{B} \cdot \nabla \times \mathbf{A}-\mathbf{A} \cdot \nabla \times \mathbf{B},  \tag{A.5}\\
\nabla \times(\mathbf{A} \times \mathbf{B}) & =\mathbf{A} \nabla \cdot \mathbf{B}-\mathbf{B} \nabla \cdot \mathbf{A}+(\mathbf{B} \cdot \nabla) \mathbf{A}-(\mathbf{A} \cdot \nabla) \mathbf{B},  \tag{A.6}\\
\nabla(\mathbf{A} \cdot \mathbf{B}) & =(\mathbf{A} \cdot \nabla) \mathbf{B}+(\mathbf{B} \cdot \nabla) \mathbf{A}+\mathbf{B} \times(\nabla \times \mathbf{A})+\mathbf{A} \times(\nabla \times \mathbf{B}) . \tag{A.7}
\end{align*}
$$

The symbols $\nabla$. and $\nabla \times$ denote the usual divergence and curl operators of a vector field, respectively; the expression $(\mathbf{A} \cdot \nabla) \mathbf{B}$ represents the vector with components $\sum_{k=1}^{3} \mathbf{A}_{k} D^{k} \mathbf{B}_{j}, j=1,2,3$. The above identities can be found in $[90$, p. 157] or in [157, p. 114-115, vol. I].

The (componentwise) vector Laplacian $\boldsymbol{\Delta}$ is equal to

$$
\begin{equation*}
\mathbf{\Delta} \mathbf{A}=\nabla(\nabla \cdot \mathbf{A})-\nabla \times(\nabla \times \mathbf{A}) \tag{A.8}
\end{equation*}
$$

A formula that is useful, for example, in the stability analysis of the Helmholtz equation ( $c f$. [142, Prop. 8.1.4]) is

$$
\begin{equation*}
\nabla\left(|\psi|^{2}\right)=\psi \nabla \bar{\psi}+\bar{\psi} \nabla \psi=2 \operatorname{Re}[\psi \nabla \bar{\psi}] \tag{A.9}
\end{equation*}
$$

Given a complex-valued vector field $\mathbf{A} \in C^{1}\left(\Omega, \mathbb{C}^{3}\right)$ and a real-valued one $\mathbf{z} \in C^{1}\left(\Omega, \mathbb{R}^{3}\right)$, it holds

$$
\begin{equation*}
2 \operatorname{Re}[\mathbf{A} \cdot(\mathbf{z} \cdot \nabla) \overline{\mathbf{A}}]=\mathbf{z} \cdot \nabla\left(|\mathbf{A}|^{2}\right) \stackrel{(\mathrm{A} .3)}{=} \nabla \cdot\left(\mathbf{z}|\mathbf{A}|^{2}\right)-(\nabla \cdot \mathbf{z})|\mathbf{A}|^{2} \tag{A.10}
\end{equation*}
$$

where $|\cdot|$ denotes the Euclidean norm of a vector in $\mathbb{C}^{N}$. The position vector field $\mathbf{x}$ satisfies

$$
\begin{equation*}
\nabla \cdot \mathbf{x}=3, \quad \nabla \times \mathbf{x}=\mathbf{0}, \quad \mathbf{D} \mathbf{x}=\operatorname{Id}_{3}, \quad(\mathbf{A} \cdot \nabla) \mathbf{x}=\mathbf{A} \tag{A.11}
\end{equation*}
$$

A. Vector calculus identities
where $(\mathbf{D A})_{i, j}=\frac{\partial}{\partial \mathbf{x}_{j}} \mathbf{A}_{i}(\mathbf{x})$ the Jacobian of the vector field $\mathbf{A}$ and $\mathrm{Id}_{3}$ the $3 \times 3$ identity matrix. The formulas (A.10) and (A.11) give

$$
\begin{equation*}
2 \operatorname{Re}[\mathbf{A} \cdot(\mathbf{x} \cdot \nabla) \overline{\mathbf{A}}]=\nabla \cdot\left(\mathbf{x}|\mathbf{A}|^{2}\right)-3|\mathbf{A}|^{2} . \tag{A.12}
\end{equation*}
$$

We denote by $\mathbf{D}^{S} \mathbf{A}=\frac{1}{2}\left(\mathbf{D A}+(\mathbf{D A})^{\top}\right.$ ) the symmetric gradient (or Cauchy's strain tensor) of $\mathbf{A}$ and div the (row-wise) vector divergence of matrix fields. If $\mathbf{A} \in C^{2}\left(\Omega, \mathbb{C}^{3}\right)$, it holds

$$
\begin{equation*}
2 \operatorname{div} \mathbf{D}^{S} \mathbf{A}=\nabla \operatorname{div} \mathbf{A}+\Delta \mathbf{A} \stackrel{(\mathrm{A} .8)}{=} 2 \nabla(\nabla \cdot \mathbf{A})-\nabla \times(\nabla \times \mathbf{A}) . \tag{A.13}
\end{equation*}
$$

The definition of the curl operator gives also

$$
\begin{equation*}
\left((\mathbf{D A})^{\top}-\mathbf{D A}\right) \mathbf{B}=\mathbf{B} \times(\nabla \times \mathbf{A}) . \tag{A.14}
\end{equation*}
$$

## B. Special functions

We define several special functions and their properties that are used throughout this thesis. Most of them are well-known results but we always quote sources where proofs and further properties can be found. In Section B.5, the notation is not completely standard since there is no common agreement regarding vector spherical harmonics; we tried to follow the notation of the most common books. Some of the proofs in this section are new.

## B.1. Factorial, double factorial and gamma function

For every natural number $n$, the factorial $n$ ! and the double factorial $n!!$ are defined as

$$
\begin{aligned}
& n!:= \begin{cases}n(n-1)(n-2) \cdots 1 & n>0 \\
1 & n=0\end{cases} \\
& n!!:= \begin{cases}n(n-2) \cdots 3 \cdot 1 & n \text { odd } \\
n(n-2) \cdots 4 \cdot 2 & n>0 \text { even } \\
1 & n=0\end{cases}
\end{aligned}
$$

The factorial function satisfies the Stirling inequalities (cf. [173])

$$
\begin{equation*}
\sqrt{2 \pi} \sqrt{n} n^{n} e^{-n} e^{\frac{1}{12 n+1}}<n!<\sqrt{2 \pi} \sqrt{n} n^{n} e^{-n} e^{\frac{1}{12 n}} \quad n \geq 1 . \tag{B.1}
\end{equation*}
$$

Using the Stirling inequalities, we notice that for every $k, N \in \mathbb{N}, k, N \geq 1$, it holds

$$
\begin{align*}
\frac{k!}{\left(\left\lceil\frac{k}{N}\right\rceil!\right)^{N}} & \leq \frac{\left(\left\lceil\frac{k}{N}\right\rceil N\right)!}{\left(\left\lceil\frac{k}{N}\right\rceil!\right)^{N}} \stackrel{(\mathrm{~B} .1)}{\leq} \frac{\left(\left\lceil\frac{k}{N}\right\rceil N\right)^{\left\lceil\frac{k}{N}\right\rceil N+\frac{1}{2}} e^{-\left(\left\lceil\frac{k}{N}\right\rceil N\right)} e^{\frac{1}{12\left\lceil\frac{k}{N}\right\rceil N}}}{\sqrt{2 \pi}{ }^{N-1}\left(\left\lceil\frac{k}{N}\right\rceil\right)^{\left(\left\lceil\frac{k}{N}\right\rceil+\frac{1}{2}\right) N N} e^{-\left(\left\lceil\frac{k}{N}\right\rceil N\right)} e^{\frac{N}{12\left\lceil\frac{k}{N}\right\rceil+1}}} \\
& \leq\left(2 \pi\left\lceil\frac{k}{N}\right\rceil\right)^{\frac{1-N}{2}} N^{\left\lceil\frac{k}{N}\right\rceil N+\frac{1}{2}}  \tag{B.2}\\
& \leq\left(2 \pi\left\lceil\frac{k}{N}\right\rceil\right)^{\frac{1-N}{2}} N^{k+\frac{3}{2}},
\end{align*}
$$

where $\lceil\cdot\rceil$ is the ceil operator:

$$
\begin{equation*}
\lceil x\rceil:=\min \{k \in \mathbb{Z}, k \geq x\}, \quad\lfloor x\rfloor:=\max \{k \in \mathbb{Z}, k \leq x\} \quad \forall x \in \mathbb{R} . \tag{B.3}
\end{equation*}
$$

For $z \in \mathbb{C}, \operatorname{Re}(z)>0$, the gamma function can be defined as

$$
\Gamma(z):=\int_{0}^{\infty} t^{z-1} e^{-t} \mathrm{~d} t
$$

The restriction of the gamma function to natural numbers coincides with the factorial:

$$
\begin{equation*}
\Gamma(n+1)=n!\quad n \in \mathbb{N} ; \tag{B.4}
\end{equation*}
$$

the values for a semi-integer variable are ( $c f .[135,(1.2 .3)])$

$$
\begin{equation*}
\Gamma\left(n+\frac{1}{2}\right)=\frac{\sqrt{\pi}(2 n-1)!}{2^{2 n-1}(n-1)!} \quad n \in \mathbb{N}, n>0 . \tag{B.5}
\end{equation*}
$$

The gamma function can also be used to express the beta integral (cf. [135, (1.5.2), (1.5.6)]):

$$
\begin{equation*}
\int_{0}^{1} t^{a}(1-t)^{b} \mathrm{~d} t=B(a+1, b+1)=\frac{\Gamma(a+1) \Gamma(b+1)}{\Gamma(a+b+2)} \quad \operatorname{Re} a, \operatorname{Re} b>-1 \tag{B.6}
\end{equation*}
$$

The double factorial is related to the factorial and to the gamma function by the following relations ( $c f .[9,(10.33 \mathrm{c})]$ ):

$$
\begin{equation*}
(2 n)!!=2^{n} n!, \quad(2 n+1)!!=\frac{(2 n+1)!}{2^{n} n!} \stackrel{(\mathrm{B} .5)}{=} \frac{\Gamma\left(n+\frac{3}{2}\right) 2^{n+1}}{\sqrt{\pi}} \quad n \in \mathbb{N} . \tag{B.7}
\end{equation*}
$$

The gamma function can be used to measure the ( $N$-dimensional) volume of the ball $B_{R} \subset \mathbb{R}^{N}$ of radius $R>0$ and the ( $(N-1)$-dimensional) surface of the unit sphere $\mathbb{S}^{N-1}=\left\{\mathbf{x} \in \mathbb{R}^{N},|\mathbf{x}|=1\right\}(c f .[158,(2)])$ :

$$
\begin{equation*}
\left|B_{R}\right|=\frac{\pi^{\frac{N}{2}}}{\Gamma\left(1+\frac{N}{2}\right)} R^{N}, \quad\left|\mathbb{S}^{N-1}\right|=N\left|B_{1}\right|=\frac{2 \pi^{\frac{N}{2}}}{\Gamma\left(\frac{N}{2}\right)} . \tag{B.8}
\end{equation*}
$$

For multi-indices $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbb{N}^{N}$, the factorial is defined as

$$
\alpha!:=\prod_{j=1}^{N} \alpha_{j}!.
$$

The multinomial theorem states that

$$
\left(x_{1}+\cdots+x_{N}\right)^{k}=\sum_{\alpha \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=k} \frac{k!}{\boldsymbol{\alpha}!} \mathbf{x}^{\boldsymbol{\alpha}} \quad \forall \mathbf{x} \in \mathbb{R}^{N}, N, k \in \mathbb{N}, N, k \geq 1 .
$$

By choosing $\mathbf{x}=(1, \ldots, 1)$, we obtain

$$
\sum_{\boldsymbol{\alpha} \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=k} \frac{1}{\boldsymbol{\alpha}!}=\frac{N^{k}}{k!}
$$

and the bound

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=k} \frac{1}{(\boldsymbol{\alpha}!)^{2}} \leq \frac{N^{2 k}}{(k!)^{2}} . \tag{B.9}
\end{equation*}
$$

We use the factorial expression of a binomial coefficient to count the multiindices with length $j$ and dimension $N \geq 2$ :

$$
\begin{align*}
\#\left\{\boldsymbol{\alpha} \in \mathbb{N}^{N},|\boldsymbol{\alpha}|=j\right\} & =\binom{N+j-1}{N-1} & =\frac{(N+j-1)!}{j!(N-1)!} \\
& =\frac{N+j-1}{N-1} \frac{N+j-2}{N-2} \cdots \frac{1+j}{1} & \leq(1+j)^{N-1} \tag{B.10}
\end{align*}
$$

(in the case $N=1$ the above statement is trivially true).

## B.2. Bessel functions

We denote the Bessel functions of the first kind by $J_{\nu}(z)$ and the spherical Bessel functions of the first kind by $j_{\nu}(z)$. The first ones are defined, for every $\nu, z \in \mathbb{C}$, as

$$
\begin{equation*}
J_{\nu}(z):=\sum_{t=0}^{\infty} \frac{(-1)^{t}}{t!\Gamma(t+\nu+1)}\left(\frac{z}{2}\right)^{2 t+\nu} \tag{B.11}
\end{equation*}
$$

where $\Gamma$ is the gamma function. When $\nu \notin \mathbb{Z}$ and $z$ belongs to the segment $[-\infty, 0], J_{\nu}(z)$ is not single-valued. When $\nu \in \mathbb{Z}, J_{\nu}$ is an entire function.
We list some properties of these functions (references can be found in [135, 200]):

$$
\begin{array}{rlrl}
J_{-k}(z) & =(-1)^{k} J_{k}(z) & & \forall k \in \mathbb{Z}, \\
\operatorname{Im}\left(J_{k}(t)\right) & =0, \quad \operatorname{Re}\left(J_{k}(i t)\right)=0 & & \forall k \in \mathbb{Z}, t \in \mathbb{R}, \\
\left|J_{k}(t)\right| & \leq 1 & & \forall k \in \mathbb{Z}, t \in \mathbb{R}, \\
\left|J_{\nu}(z)\right| & \leq \frac{e^{|\operatorname{Im} z|}}{\Gamma(\nu+1)}\left(\frac{|z|}{2}\right)^{\nu} & & \forall \nu>-\frac{1}{2}, z \in \mathbb{C}, \\
J_{0}(0) & =1, \quad J_{k}(0)=0 & & \forall k \in \mathbb{Z} \backslash\{0\}, \\
\frac{\partial}{\partial z} J_{\nu}(z) & =\frac{1}{2}\left(J_{\nu-1}(z)-J_{\nu+1}(z)\right), & & \\
\frac{\partial}{\partial z}\left(z^{k} J_{k}(z)\right) & =z^{k} J_{k-1}(z), & \\
\frac{\partial}{\partial z} J_{0}(z) & =-J_{1}(z), \quad \frac{\partial}{\partial z}\left(z J_{1}(z)\right)=z J_{0}(z), \\
\frac{\partial^{l}}{\partial z^{l}} J_{k}(z) & =\frac{1}{2^{l}} \sum_{m=0}^{l}(-1)^{m}\binom{l}{m} J_{2 m-l+k}(z) . & \tag{B.17}
\end{array}
$$

The last equality can be easily proved by induction from (B.15).
The spherical Bessel functions are defined as

$$
\begin{equation*}
j_{\nu}(z):=\sqrt{\frac{\pi}{2 z}} J_{\nu+\frac{1}{2}}(z) \tag{B.18}
\end{equation*}
$$

They satisfy the following differential relations [1, eq. (10.1.19-22)]:

$$
\frac{j_{l}(z)}{z}=\frac{j_{l-1}(z)+j_{l+1}(z)}{2 l+1}
$$

B. Special functions

$$
\begin{align*}
& \frac{\partial}{\partial z} j_{l}(z)=\frac{l j_{l-1}(z)-(l+1) j_{l+1}(z)}{2 l+1}, \\
& \frac{j_{l}(z)}{z}+\frac{\partial}{\partial z} j_{l}(z)=j_{l-1}(z)-\frac{l j_{l}(z)}{z}=-j_{l+1}(z)+\frac{(l+1) j_{l}(z)}{z} . \tag{B.19}
\end{align*}
$$

These functions are a particular case of the so-called hyperspherical Bessel functions (see [13] p. 52):

$$
j_{k}^{N}(z):=\sum_{t=0}^{\infty} \frac{(-1)^{t} z^{2 t+k}}{(2 t)!!(N+2 t+2 k-2)!!}= \begin{cases}z^{1-\frac{N}{2}} J_{k+\frac{N}{2}-1}(z) & N \text { even }  \tag{B.20}\\ \sqrt{\frac{\pi}{2}} z^{1-\frac{N}{2}} J_{k+\frac{N}{2}-1}(z) & N \text { odd }\end{cases}
$$

the last equality is proved using (B.11) and (B.7). The cases $N=2$ and $N=3$ correspond to the Bessel and spherical Bessel functions, respectively:

$$
J_{k}(z)=j_{k}^{2}(z), \quad j_{k}(z)=j_{k}^{3}(z)
$$

Using (B.11), (B.18), (B.4) and (B.5) it is straightforward to see that the asymptotic forms of the Bessel functions for small arguments are:

$$
\begin{equation*}
J_{k}(z) \approx \frac{1}{k!}\left(\frac{z}{2}\right)^{k}, \quad j_{k}(z) \approx \frac{2^{k} k!}{(2 k+1)!} z^{k} \quad|z| \ll 1, k \in \mathbb{N} . \tag{B.21}
\end{equation*}
$$

## B.3. Legendre polynomials and functions

For every natural $l$, the Legendre polynomial of degree $l$ ( $c f$. [135, (4.2.1)] and $[1,(8.6 .18)])$ is defined as

$$
\begin{equation*}
P_{l}(t):=\frac{1}{2^{l} l!} \frac{\partial^{l}}{\partial t^{l}}\left[\left(t^{2}-1\right)^{l}\right] . \tag{B.22}
\end{equation*}
$$

They are orthogonal in $L^{2}([-1,1])(c f .[135,(4.5 .1-2)])$ :

$$
\begin{equation*}
\int_{-1}^{1} P_{l}(t) P_{l^{\prime}}(t) \mathrm{d} t=\frac{2}{2 l+1} \delta_{l, l^{\prime}} \quad \forall l, l^{\prime} \in \mathbb{N} \tag{B.23}
\end{equation*}
$$

For every natural $l$ and $m, 0 \leq m \leq l$, the (associated) Legendre functions (cf. [59, (2.26)], [83, (3.376)], [25, (3.36-37)], [63, p. 505], [160, (2.4.79-80)], [152, Sect. 9.3.1]) are

$$
\begin{align*}
P_{l}^{m}(t) & :=\left(1-t^{2}\right)^{\frac{m}{2}} \frac{\partial^{m}}{\partial t^{m}} P_{l}(t), \\
P_{l}^{-m}(t) & :=(-1)^{m} \frac{(l-m)!}{(l+m)!} P_{l}^{m}(t) \tag{B.24}
\end{align*}
$$

For $l \in \mathbb{N}$ and for every $m \in\{-l, \ldots, l\}$, they can be written as (cf. [25, p. 65])

$$
\begin{equation*}
P_{l}^{m}(t)=\frac{1}{2^{l} l!}\left(1-t^{2}\right)^{\frac{m}{2}} \frac{\partial^{l+m}}{\partial t^{l+m}}\left[\left(t^{2}-1\right)^{l}\right] . \tag{B.25}
\end{equation*}
$$

The expressions for $m= \pm l$ are:

$$
\begin{equation*}
P_{l}^{l}(t)=\frac{(2 l)!}{2^{l} l!}\left(1-t^{2}\right)^{\frac{l}{2}}, \quad P_{l}^{-l}(t)=(-1)^{l} \frac{1}{2^{l} l!}\left(1-t^{2}\right)^{\frac{l}{2}} \quad \forall l \in \mathbb{N} . \tag{B.26}
\end{equation*}
$$

Some authors use a slightly different definition, for example, [135, (7.12.3)] reads

$$
\widetilde{P}_{l}^{m}(t)=\left(t^{2}-1\right)^{\frac{m}{2}} \frac{\partial^{m}}{\partial t^{m}} P_{l}(t)=(-1)^{m} P_{l}^{m}(t) .
$$

## B.4. Spherical harmonics

For every $N \in \mathbb{N}, N \geq 2$, the $N$-dimensional spherical harmonics are defined as a set of complex-valued functions $\left\{Y_{l}^{m}\right\}_{l \geq 0, m=1, \ldots, n(N, l)}$ defined on $\mathbb{S}^{N-1}$ that constitutes an orthonormal basis of $L^{2}\left(\mathbb{S}^{\bar{N}}-1\right)$ and such that the set $\left\{|\mathbf{x}|^{l} Y_{l}^{m}\left(\frac{\mathbf{x}}{\mathbf{x}}\right)\right\}_{m=1, \ldots, n(N, l)}$ is a basis of the space of the homogeneous harmonic polynomials of degree $l$ in $N$ variables, for every $l \in \mathbb{N}$. This definition allows different choices of the basis.
The dimensions of these spaces (see [158, eq. (11)] and [14, Prop. 5.8]) are:

$$
n(N, l):
$$

$=\operatorname{dim}\{$ homogeneous harmonic polynomials of degree $l$ in $N$ variables $\}$

$$
\begin{align*}
& = \begin{cases}1 & \text { if } l=0 \\
\frac{(2 l+N-2)(l+N-3)!}{l!(N-2)!} & \text { if } l \geq 1\end{cases}  \tag{B.27}\\
& = \begin{cases}1 & \text { if } l=0 \\
N & \text { if } l=1 \\
\binom{N+l-1}{N-1}-\binom{N+l-3}{N-1} & \text { if } l \geq 2\end{cases}
\end{align*}
$$

Consequently, the dimension of the space of the (non homogeneous) harmonic polynomials of degree at most $q \in \mathbb{N}$ in $N$ variables is

$$
\begin{equation*}
\widetilde{n}(N, q):=\sum_{l=0}^{q} n(N, l)=\binom{N+q-1}{N-1}+\binom{N+q-2}{N-1} . \tag{B.28}
\end{equation*}
$$

The spherical harmonics satisfy the addition formula (cf. [158, Theorem 2]):

$$
\begin{equation*}
\sum_{m=1}^{n(N, l)} Y_{l}^{m}(\boldsymbol{\xi}) \overline{Y_{l}^{m}(\boldsymbol{\eta})}=\frac{n(N, l)}{\left|\mathbb{S}^{N-1}\right|} P_{l}(\boldsymbol{\xi} \cdot \boldsymbol{\eta}) \quad l \in \mathbb{N}, \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{N-1} \tag{B.29}
\end{equation*}
$$

In two space dimensions ( $N=2$ ), the number $n(2, l)$ of linearly independent spherical harmonics of degree $l$ is equal to 1 , if $l=0$, and equal to 2 , if $l \geq 1$; we will use only one index $l$ running over $\mathbb{Z}$ and define

$$
Y_{l}\left(e^{i \theta}\right):=\frac{1}{\sqrt{2 \pi}} e^{i l \theta} \quad \forall l \in \mathbb{Z}
$$

where $\mathbb{R}^{2}$ is identified with $\mathbb{C}$ and the points on the unit circle $\mathbb{S}^{1}$ are represented in polar coordinate as $e^{i \theta}$ for $\theta \in[0,2 \pi)$.
If $N=3$, the number of linearly independent spherical harmonics of degree $l$ is $n(3, l)=2 l+1$, so the index $m$ runs in the set $\{-l, \ldots, l\}$. We use the definition given in $[59,(2.27)]$ and in [152, (9.37)]:

$$
\begin{equation*}
Y_{l}^{m}(\mathbf{d}):=\sqrt{\frac{(2 l+1)(l-|m|)!}{4 \pi(l+|m|)!}} P_{l}^{|m|}(\cos \theta) e^{i m \varphi} \tag{B.30}
\end{equation*}
$$

$$
l \in \mathbb{N}, \quad m=-l, \ldots, l, \quad \mathbf{d}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta) \in \mathbb{S}^{2},
$$

where $P_{l}^{m}$ is a Legendre function as defined in (B.24). Notice that many authors (cf. [160, 2.4.78], [25, 3.61]) use the alternative definition

$$
\begin{gather*}
\widetilde{Y}_{l}^{m}(\mathbf{d}):=(-1)^{m} \sqrt{\frac{(2 l+1)(l-m)!}{4 \pi(l+m)!}} P_{l}^{m}(\cos \theta) e^{i m \varphi} \\
 \tag{B.31}\\
l \in \mathbb{N}, \quad m=-l, \ldots, l, \mathbf{d} \in \mathbb{S}^{2},
\end{gather*}
$$

that differs from (B.30) only in the sign for odd, positive indices $m$. In three dimensions, the addition formula (B.29) reads (cf. [59, Theorem 2.8], [160, (2.4.104)])

$$
\begin{equation*}
\sum_{m=-l}^{l} Y_{l}^{m}(\boldsymbol{\xi}) \overline{Y_{l}^{m}(\boldsymbol{\eta})}=\frac{2 l+1}{4 \pi} P_{l}(\boldsymbol{\xi} \cdot \boldsymbol{\eta}) \quad l \in \mathbb{N}, \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2} \tag{B.32}
\end{equation*}
$$

The three dimensional Funk-Hecke formula (cf. [59, (2.44)]) states that

$$
\begin{equation*}
\int_{\mathbb{S}^{2}} e^{-i t \boldsymbol{\xi} \cdot \boldsymbol{\eta}} Y_{l}^{m}(\boldsymbol{\xi}) \mathrm{d} S(\boldsymbol{\xi})=\frac{4 \pi}{i^{l}} j_{l}(t) Y_{l}^{m}(\boldsymbol{\eta}) \quad \boldsymbol{\eta} \in \mathbb{S}^{2}, t>0,0 \leq|m| \leq l . \tag{B.33}
\end{equation*}
$$

Equations (B.32) and (B.33) hold true also if $Y_{l}^{m}$ is replaced by $\widetilde{Y}_{l}^{m}$.
Other useful identities are the Jacobi-Anger expansions which expand plane waves in series of (hyper)spherical waves, namely, generalized harmonic polynomials (see [59, (2.45)] and [13, (4-30)]):

$$
\begin{align*}
& e^{i t \cos \theta}=\sum_{l \in \mathbb{Z}} i^{l} J_{l}(t) e^{i l \theta}  \tag{B.34}\\
& e^{i r \boldsymbol{\xi} \cdot \boldsymbol{\eta}}=\sum_{l \geq 0}(2 l+1) i^{l} j_{l}(r) P_{l}(\boldsymbol{\xi} \cdot \boldsymbol{\eta})  \tag{B.35}\\
&=4 \pi \sum_{l \geq 0} i^{l} j_{l}(r) \sum_{m=-l}^{l} Y_{l}^{m}(\boldsymbol{\xi}) \overline{Y_{l}^{m}(\boldsymbol{\eta})} \quad \forall t, \theta \in \mathbb{R}, \\
& e^{i r \boldsymbol{\xi} \cdot \boldsymbol{\eta}}=(N-2)!!\left|S^{N-1}\right| \sum_{l \geq 0} i^{l} j_{l}^{N}(r) \sum_{m=1}^{n(N, l)} Y_{l}^{m}(\boldsymbol{\xi}) \overline{Y_{l}^{m}(\boldsymbol{\eta})}  \tag{B.36}\\
& \forall \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2}, r \geq 0,
\end{align*}
$$

All these series converge absolutely and uniformly on compact subsets of $\mathbb{R}^{N}$.

## B.5. Vector spherical harmonics

In this section, we study the vector-valued counterpart of the spherical harmonics introduced before; we only consider the case of space dimension $N=3$.

## B.5.1. Definitions and basic identities

We want to build an explicit basis for the space $L^{2}\left(\mathbb{S}^{2}\right)^{3}$ of the vector fields on the sphere and for the subspace of the tangent vector fields

$$
L_{T}^{2}\left(\mathbb{S}^{2}\right):=\left\{\mathbf{u}: \mathbb{S}^{2} \mapsto \mathbb{C}^{3}, \mathbf{u} \in L^{2}\left(\mathbb{S}^{2}\right)^{3}, \mathbf{u}(\mathbf{x}) \cdot \mathbf{x}=0 \forall \mathbf{x} \in \mathbb{S}^{2}\right\},
$$

(denoted by $T^{2}(\Omega)$ in [59, page 177], $T L^{2}(S)$ in [160], $L_{t}^{2}\left(\partial B_{1}\right)$ in [152]). In the literature, there exist plenty of definitions of bases for these two spaces. Moreover, there is no established agreement concerning the notation: we will follow that of [59, Sect. 6.5], [152, Sect. 9.3.3], [160, Sect. 2.4.4], [24, Sect. 3] and [203, eq. (62)].
We need to use at least two different bases because we want to exploit various properties: their relation with the harmonic polynomials and Herglotz functions, the "tangentiality", the orthonormality.
As a convention, every time we encounter one of the functions or vector fields defined in the following with indices outside the range specified in the definition, we assume that this function/vector field is equal to zero. We consider all the functions and vector fields defined on $\mathbb{S}^{2}$ as 0 -homogeneous functions of $\mathbb{R}^{3} \backslash\{\mathbf{0}\}$, i.e., $f(\mathbf{x})=f\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right) \forall \mathrm{x} \in \mathbb{R}^{3} \backslash\{\mathbf{0}\}$. For a 0 -homogeneous function $f$, we have $\nabla f(\mathbf{x})=|\mathbf{x}|^{-1} \nabla_{S} f\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)$ and $\mathbf{x} \cdot \nabla f(\mathbf{x})=0$ where $\nabla_{S}$ is the surfacic gradient (see (B.38) below for its definition).
On the sphere, in the usual spherical coordinates $(\theta, \varphi)$, a vector $\mathbf{d} \in \mathbb{S}^{2}$ is represented as $\mathbf{d}=(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$. The two unit vectors $\mathbf{e}_{\theta}$ and $\mathbf{e}_{\varphi}$ are tangent to $\mathbb{S}^{2}$ in the increasing direction of $\theta$ and $\varphi$, respectively.

The definitions presented in this section rely on the definition of threedimensional scalar spherical harmonics made in (B.30). However, they are independent of the special choice of the basis: any orthonormal basis $\left\{Y_{l}^{m}\right\}$ of the space of the traces on $\mathbb{S}^{2}$ of the homogeneous harmonic polynomials of degree $l$ can be taken; this would not affect the definitions and the results presented in the following; for instance all the $Y_{l}^{m}$ 's might be substituted with the $\widetilde{Y}_{l}^{m}$ defined in (B.31).

The first basis we consider allows an easy decomposition of the vector fields defined on the sphere in their tangential and normal parts. It is defined as

$$
\begin{array}{ll}
\mathbf{Y}_{l}^{m}(\mathbf{x}):=Y_{l}^{m}(\mathbf{x}) \frac{\mathbf{x}}{|\mathbf{x}|} & \forall l \geq 0,|m| \leq l, \\
\mathbf{U}_{l}^{m}(\mathbf{x}):=\frac{|\mathbf{x}| \nabla Y_{l}^{m}(\mathbf{x})}{(l(l+1))^{1 / 2}}=\frac{\nabla_{S} Y_{l}^{m}\left(\frac{\mathbf{x}}{\mid \mathbf{x}}\right)}{(l(l+1))^{1 / 2}} & \forall l \geq 1,|m| \leq l, \\
\mathbf{V}_{l}^{m}(\mathbf{x}):=\frac{\mathbf{x} \times \nabla Y_{l}^{m}(\mathbf{x})}{(l(l+1))^{1 / 2}=\frac{\frac{\mathbf{x}}{|\mathbf{x}|} \times \nabla_{S} Y_{l}^{m}\left(\frac{\mathbf{x}}{\mid \mathbf{x})}\right)}{(l(l+1))^{1 / 2}}} & \\
=\frac{\mathbf{x}}{|\mathbf{x}|} \times \mathbf{U}_{l}^{m}(\mathbf{x})=\frac{-|\mathbf{x}|^{-1} \frac{\operatorname{curl}_{S} Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)}{(l(l+1))^{1 / 2}}}{} \quad \forall l \geq 1,|m| \leq l, \tag{B.37}
\end{array}
$$

## B. Special functions

where we used the definition of surfacic gradient and rotational on $\mathbb{S}^{2}$ from $[160$, 2.4.181-182]:

$$
\begin{align*}
\nabla_{S} u & =\frac{1}{\sin \theta} \frac{\partial u}{\partial \varphi} \mathbf{e}_{\varphi}+\frac{\partial u}{\partial \theta} \mathbf{e}_{\theta},  \tag{B.38}\\
\overrightarrow{\operatorname{curl}}_{S u} & =\nabla_{S} u \times \mathbf{x}=-\frac{\partial u}{\partial \theta} \mathbf{e}_{\varphi}+\frac{1}{\sin \theta} \frac{\partial u}{\partial \varphi} \mathbf{e}_{\theta} .
\end{align*}
$$

It is clear that, for every $l, m$, we have $\mathbf{U}_{l}^{m}, \mathbf{V}_{l}^{m} \in L_{T}^{2}\left(\mathbb{S}^{2}\right)$, while $\mathbf{Y}_{l}^{m}(\mathbf{x})$ is orthogonal to $\mathbb{S}^{2}$ at $\mathbf{x}$. A useful formula is

$$
\begin{equation*}
\frac{\mathbf{x}}{|\mathbf{x}|} \times \mathbf{V}_{l}^{m}(\mathbf{x})=\frac{\mathbf{x}}{|\mathbf{x}|} \times\left(\frac{\mathbf{x}}{|\mathbf{x}|} \times \mathbf{U}_{l}^{m}(\mathbf{x})\right) \stackrel{(\mathrm{A} .2)}{=}-\mathbf{U}_{l}^{m}(\mathbf{x}) \tag{B.39}
\end{equation*}
$$

The notation $\mathbf{U}_{l}^{m}$ and $\mathbf{V}_{l}^{m}$ is used in [59, eq. (6.53)] and [152, eq. (9.56)]. In [24], $\mathbf{Y}_{l}^{m}$ is defined together with the scaled basis

$$
\begin{align*}
& \boldsymbol{\Psi}_{l, m}(\mathbf{x}):=(l(l+1))^{1 / 2} \mathbf{U}_{l}^{m}(\mathbf{x}), \\
& \boldsymbol{\Phi}_{l, m}(\mathbf{x}):=(l(l+1))^{1 / 2} \mathbf{V}_{l}^{m}(\mathbf{x}) \quad \forall l \geq 1,|m| \leq l . \tag{B.40}
\end{align*}
$$

The set $\left\{\mathbf{U}_{l}^{m}, \mathbf{V}_{l}^{m}\right\}_{l \geq 1,|m| \leq l}$ is an orthonormal basis of $L_{T}^{2}\left(\mathbb{S}^{2}\right)$; together with $\left\{\mathbf{Y}_{l}^{m}\right\}_{l \in \mathbb{N},|m| \leq l}$ it constitutes a orthonormal basis of $L^{2}\left(\mathbb{S}^{2}\right)^{3}$ (see Theorem 6.23 of [59], Theorem 2.4.8 of [160], Lemma 9.15 of [152] and [24, (3.21)]).
In Chapter 13 of [157] (pages 1898-1899) a similar basis is defined as:

$$
\mathbf{P}_{m l}=\left(N_{l, m}\right)^{-1} \mathbf{Y}_{l}^{m}, \quad \mathbf{B}_{m l}=\left(N_{l, m}\right)^{-1} \mathbf{U}_{l}^{m}, \quad \mathbf{C}_{m l}=-\left(N_{l, m}\right)^{-1} \mathbf{V}_{l}^{m}
$$

where the coefficients $N_{l, m}:=\sqrt{(2 l+1)(l-|m|)!/(4 \pi(l+|m|)!)}$ come from the normalization of the scalar spherical harmonics (B.30).
This set of functions can be used to compute the gradient of a scalar function that is separable in spherical coordinates (using [24, eq. (3.13)] and the relations (B.40)):

$$
\begin{equation*}
\nabla\left(F(|\mathbf{x}|) Y_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)\right)=F^{\prime}(|\mathbf{x}|) \mathbf{Y}_{l}^{m}\left(\frac{\mathbf{x}}{|\mathbf{x}|}\right)+\frac{F(|\mathbf{x}|)}{|\mathbf{x}|}(l(l+1))^{1 / 2} \mathbf{U}_{l}^{m}(\mathbf{x}) ; \tag{B.41}
\end{equation*}
$$

the curl of a vector field (see [24, (3.12a-c)]):

$$
\begin{align*}
\nabla & \times\left(F_{Y}(|\mathbf{x}|) \mathbf{Y}_{l}^{m}(\mathbf{x})+F_{U}(|\mathbf{x}|) \mathbf{U}_{l}^{m}(\mathbf{x})+F_{V}(|\mathbf{x}|) \mathbf{V}_{l}^{m}(\mathbf{x})\right) \\
= & -(l(l+1))^{1 / 2}|\mathbf{x}|^{-1} F_{V}(|\mathbf{x}|) \mathbf{Y}_{l}^{m}(\mathbf{x})-\left(|\mathbf{x}|^{-1} F_{V}(|\mathbf{x}|)+F_{V}^{\prime}(|\mathbf{x}|)\right) \mathbf{U}_{l}^{m}(\mathbf{x}) \\
& +\left(|\mathbf{x}|^{-1} F_{U}(|\mathbf{x}|)+F_{U}^{\prime}(|\mathbf{x}|)-(l(l+1))^{1 / 2}|\mathbf{x}|^{-1} F_{Y}(|\mathbf{x}|)\right) \mathbf{V}_{l}^{m}(\mathbf{x}) ; \tag{B.42}
\end{align*}
$$

and its divergence (see [24, (3.11a-c)]):

$$
\begin{align*}
& \nabla \cdot\left(F_{Y}(|\mathbf{x}|) \mathbf{Y}_{l}^{m}(\mathbf{x})+F_{U}(|\mathbf{x}|) \mathbf{U}_{l}^{m}(\mathbf{x})+F_{V}(|\mathbf{x}|) \mathbf{V}_{l}^{m}(\mathbf{x})\right) \\
& =\left(F_{Y}^{\prime}(|\mathbf{x}|)+2|\mathbf{x}|^{-1} F_{Y}(|\mathbf{x}|)-(l(l+1))^{1 / 2}|\mathbf{x}|^{-1} F_{U}(\mathbf{x})\right) Y_{l}^{m}(\mathbf{x}) . \tag{B.43}
\end{align*}
$$

Notice that $\nabla \cdot\left[F(|\mathbf{x}|) \mathbf{V}_{l}^{m}(\mathbf{x})\right]=0$.
It is possible to define a different basis of $L^{2}\left(\mathbb{S}^{2}\right)^{3}$ from the traces of the harmonic polynomials. From the definition of $Y_{l}^{m}$ (see Section B.4), for every $l \in \mathbb{N}$ the set

$$
\left\{H_{l}^{m}(\mathbf{x}):=|\mathbf{x}|^{l} Y_{l}^{m}(\mathbf{x})\right\}_{|m| \leq l}
$$

is a basis of $\mathbb{H}^{l}$, namely, the space of (scalar) homogeneous harmonic polynomials of degree $l$ in three variables. Theorem 2.4.7 of [160] states that the vector fields

$$
\begin{align*}
\mathcal{I}_{l}^{m}(\mathbf{x}): & =\nabla H_{l+1}^{m}(\mathbf{x}) \\
& =(l+1)|\mathbf{x}|^{l} \mathbf{Y}_{l+1}^{m}(\mathbf{x})+|\mathbf{x}|^{l}((l+1)(l+2))^{1 / 2} \mathbf{U}_{l+1}^{m}(\mathbf{x}) \\
& l \geq 0,|m| \leq l+1, \\
\mathcal{T}_{l}^{m}(\mathbf{x}): & =\nabla H_{l}^{m}(\mathbf{x}) \times \mathbf{x} \\
& =-|\mathbf{x}|^{l}(l(l+1))^{1 / 2} \mathbf{V}_{l}^{m}(\mathbf{x}) \\
& \\
\mathcal{N}_{l}^{m}(\mathbf{x}): & =(2 l-1) H_{l-1}^{m}(\mathbf{x}) \mathbf{x}-|\mathbf{x}|^{2} \nabla H_{l-1}^{m}(\mathbf{x}) \\
& =l|\mathbf{x}|^{l} \mathbf{Y}_{l-1}^{m}(\mathbf{x})-|\mathbf{x}|^{l}((l-1) l)^{1 / 2} \mathbf{U}_{l-1}^{m}(\mathbf{x}) \\
& l \geq 1,|m| \leq l,  \tag{B.44}\\
&
\end{align*}
$$

constitute a basis of $\left(\mathbb{H}^{l}\right)^{3}$, when collected for fixed values of $l$ and all the possible $m$. Notice the different ranges of the indices $l$ and $m$ in the three cases. The above equalities are proved using (B.37) and (B.41). Following [160], we will denote the traces on $\mathbb{S}^{2}$ of these polynomials by

$$
\begin{array}{rlrl}
\mathbf{I}_{l}^{m}(\mathbf{x}):=(l+1) \mathbf{Y}_{l+1}^{m}(\mathbf{x})+((l+1)(l+2))^{1 / 2} & \mathbf{U}_{l+1}^{m}(\mathbf{x}) \\
& l \geq 0,|m| \leq l+1, \\
\mathbf{T}_{l}^{m}(\mathbf{x}):=-(l(l+1))^{1 / 2} \mathbf{V}_{l}^{m}(\mathbf{x}) & l \geq 1,|m| \leq l, \\
\mathbf{N}_{l}^{m}(\mathbf{x}): & =l \mathbf{Y}_{l-1}^{m}(\mathbf{x})-((l-1) l)^{1 / 2} \mathbf{U}_{l-1}^{m}(\mathbf{x}) & l \geq 1, & |m| \leq l-1 .
\end{array}
$$

Theorem 2.4.7 of [160] provides the $L^{2}\left(\mathbb{S}^{2}\right)^{3}$-norms of these fields:

$$
\begin{align*}
\int_{\mathbb{S}^{2}}\left|\mathbf{I}_{l}^{m}(\mathbf{x})\right|^{2} \mathrm{~d} S(\mathbf{x}) & =(l+1)(2 l+3), \\
\int_{\mathbb{S}^{2}}\left|\mathbf{T}_{l}^{m}(\mathbf{x})\right|^{2} \mathrm{~d} S(\mathbf{x}) & =l(l+1),  \tag{B.46}\\
\int_{\mathbb{S}^{2}}\left|\mathbf{N}_{l}^{m}(\mathbf{x})\right|^{2} \mathrm{~d} S(\mathbf{x}) & =l(2 l-1),
\end{align*}
$$

which hold for the same range of indices of (B.45). In order to prove a vector Jacobi-Anger expansion, we need a special normalization of this basis according to [203, eq. (62)]:

$$
\mathbf{Y}_{1, l}^{m}(\mathbf{x}):=\frac{|\mathbf{x}|^{l+2} \nabla\left[|\mathbf{x}|^{-l-1} Y_{l}^{m}(\mathbf{x})\right]}{((l+1)(2 l+1))^{\frac{1}{2}}}
$$

$$
\begin{align*}
\stackrel{(\mathrm{B} .45)(\mathrm{B} .41)}{=} \frac{-1}{((l+1)(2 l+1))^{\frac{1}{2}}} \mathbf{N}_{l+1}^{m}(\mathbf{x}) & l \geq 0,|m| \leq l, \\
\mathbf{Y}_{0, l}^{m}(\mathbf{x}): \stackrel{(\mathrm{B} .37)}{=}-i \mathbf{V}_{l}^{m}(\mathbf{x}) \stackrel{(\mathrm{B} .45)}{=} \frac{i \mathbf{T}_{l}^{m}(\mathbf{x})}{(l(l+1))^{\frac{1}{2}}} & l \geq 1,|m| \leq l, \\
\mathbf{Y}_{-1, l}^{m}(\mathbf{x}):=\frac{|\mathbf{x}|^{1-l} \nabla H_{l}^{m}(\mathbf{x})}{(l(2 l+1))^{\frac{1}{2}}} \stackrel{(\mathrm{~B} .44)}{=} \frac{\mathbf{I}_{l-1}^{m}(\mathbf{x})}{(l(2 l+1))^{\frac{1}{2}}} & l \geq 1,|m| \leq l . \tag{B.47}
\end{align*}
$$

Theorem 2.4.7 of [160] (or equation (71) of [203]) states that this set is an orthonormal basis of $L^{2}\left(\mathbb{S}^{2}\right)^{3}$.
In [83, (5.36), (5.305-5.308)], the following notation is introduced:

$$
\begin{array}{lll}
\mathbf{y}_{l, m}^{(1)}(\mathbf{x}):=\mathbf{Y}_{l}^{m}(\mathbf{x}), & \mathbf{y}_{l, m}^{(2)}(\mathbf{x}):=\mathbf{U}_{l}^{m}(\mathbf{x}), & \mathbf{y}_{l, m}^{(3)}(\mathbf{x}):=\mathbf{V}_{l}^{m}(\mathbf{x}), \\
\tilde{\mathbf{y}}_{l, m}^{(1)}(\mathbf{x}):=-\mathbf{Y}_{1, l}^{m}(\mathbf{x}), & \tilde{\mathbf{y}}_{l, m}^{(2)}(\mathbf{x}):=\mathbf{Y}_{-1, l}^{m}(\mathbf{x}), & \tilde{\mathbf{y}}_{l, m}^{(3)}(\mathbf{x}):=i \mathbf{Y}_{0, l}^{m}(\mathbf{x}), \tag{B.48}
\end{array}
$$

for $l \in \mathbb{N}$ and $|m| \leq l$; see also table 2.1 and the equations (2.136-137), (5.1719) and (5.37) in [83].

From (B.44) and (B.45), we can easily derive a few other formulas:

$$
\begin{align*}
& \mathbf{Y}_{l}^{m}(\mathbf{x})=\frac{1}{2 l+1}\left(\mathbf{I}_{l-1}^{m}(\mathbf{x})+\mathbf{N}_{l+1}^{m}(\mathbf{x})\right), \\
& \mathbf{U}_{l}^{m}(\mathbf{x})=\frac{1}{2 l+1}\left(\left(\frac{l+1}{l}\right)^{1 / 2} \mathbf{I}_{l-1}^{m}(\mathbf{x})-\left(\frac{l}{l+1}\right)^{1 / 2} \mathbf{N}_{l+1}^{m}(\mathbf{x})\right), \\
& \mathbf{V}_{l}^{m}(\mathbf{x})=-(l(l+1))^{-1 / 2} \mathbf{T}_{l}^{m}(\mathbf{x}) . \tag{B.49}
\end{align*}
$$

We can compute the divergence and the curl of the vector harmonic polynomials:

$$
\begin{align*}
\nabla \cdot \mathcal{I}_{l}^{m}(\mathbf{x}) & =\Delta H_{l+1}^{m}(\mathbf{x})=0, \\
\nabla \cdot \mathcal{T}_{l}^{m}(\mathbf{x}) & \stackrel{(\mathrm{A} .5)}{=} \mathrm{x} \cdot \nabla \times \nabla H_{l}^{m}(\mathbf{x})-\nabla H_{l}^{m}(\mathbf{x}) \cdot \nabla \times \mathbf{x}=0, \\
\nabla \cdot \boldsymbol{\mathcal { N }}_{l}^{m}(\mathbf{x}) & \stackrel{(\mathrm{B} .43)}{=}(l(l+2)+l(l-1))|\mathbf{x}|^{l-1} Y_{l-1}^{m}(\mathbf{x}) \\
& =l(2 l+1) H_{l-1}^{m}(\mathbf{x}), \\
\nabla \times \boldsymbol{\mathcal { I }}_{l}^{m}(\mathbf{x}) & \stackrel{(\mathrm{B} .44)}{=} \nabla \times \nabla H_{l+1}^{m}(\mathbf{x})=\mathbf{0}, \\
\nabla \times \boldsymbol{\mathcal { T }}_{l}^{m}(\mathbf{x}) & \stackrel{(\mathrm{B} .42)}{=} l(l+1)|\mathbf{x}|^{l-1} \mathbf{Y}_{l}^{m}(\mathbf{x})+(l+1)(l(l+1))^{1 / 2}|\mathbf{x}|^{l-1} \mathbf{U}_{l}^{m}(\mathbf{x}) \\
& \stackrel{(\mathrm{B} .44)}{=}(l+1) \mathcal{I}_{l-1}^{m}, \\
\nabla \times \boldsymbol{\mathcal { N }}_{l}^{m}(\mathbf{x}) & \stackrel{(\mathrm{B} .42)}{=}-(2 l+1)((l-1) l)^{1 / 2}|\mathbf{x}|^{l-1} \mathbf{V}_{l-1}^{m}(\mathbf{x}) \\
& \stackrel{(\mathrm{B} .44)}{=}(2 l+1) \boldsymbol{T}_{l-1}^{m}(\mathbf{x}) . \tag{B.50}
\end{align*}
$$

Finally, it is important to notice that the two orthonormal sets

$$
\left\{\left\{\mathbf{Y}_{l}^{m}\right\}_{l \geq 0,|m| \leq l},\left\{\mathbf{U}_{l}^{m}\right\}_{l \geq 1,|m| \leq l},\left\{\mathbf{V}_{l}^{m}\right\}_{l \geq 1,|m| \leq l}\right\}
$$

and

$$
\left\{\left\{\mathbf{Y}_{1, l}^{m}\right\}_{l \geq 0,|m| \leq l},\left\{\mathbf{Y}_{0, l}^{m}\right\}_{l \geq 1,|m| \leq l},\left\{\mathbf{Y}_{-1, l}^{m}\right\}_{l \geq 1,|m| \leq l}\right\}
$$

generate the same space $\left(L^{2}\left(\mathbb{S}^{2}\right)^{3}\right)$, but this is no longer true if we fix $l$ to be constant. The first basis is useful in order to split the fields in a tangent and a radial part (and we need this to deal with the Maxwell-Herglotz functions, see Remark 6.2.4); the second one has the advantage that it contains the traces of homogeneous harmonic polynomials, thus it is useful in the approximation theory.

## B.5.2. Addition, Jacobi-Anger and Funk-Hecke formulas for vector spherical harmonics

We want to prove the vector equivalent of formulas (B.32), (B.33), and (B.35); different results are possible. The starting point is Equation (70) of [203] that expands the vector spherical harmonic basis $\left\{\mathbf{Y}_{\nu, l}^{m}\right\}$ in scalar harmonics by using the Wigner 3-j coefficient. This is a function of six variables denoted with the symbol $\left(\begin{array}{ccc}j_{1} & j_{2} & j_{3} \\ m_{1} & m_{2} & m_{3}\end{array}\right)$, frequently encountered in quantum mechanics; its definition and description can be found, for example, in Section 3.7 of [72]. It satisfies the following orthogonality formula (see [72, (3.7.7)]):

$$
\begin{gather*}
\sum_{j_{3}, m_{3}}\left(2 j_{3}+1\right)\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1}^{\prime} & m_{2}^{\prime} & m_{3}
\end{array}\right)=\delta_{m_{1}, m_{1}^{\prime}} \delta_{m_{2}, m_{2}^{\prime}}  \tag{B.51}\\
\forall j_{1}, j_{2} \in \mathbb{N}, m_{1}, m_{2}, m_{1}^{\prime}, m_{2}^{\prime} \in \mathbb{Z}
\end{gather*}
$$

where the sum is taken over all the pairs of integers $\left(j_{3}, m_{3}\right)$ such that the Wigner coefficients are different from zero, i.e.:

$$
\begin{gathered}
\left\{\left(j_{3}, m_{3}\right) \in \mathbb{N} \times \mathbb{Z}, \quad\left|j_{1}-j_{2}\right| \leq j_{3} \leq j_{1}+j_{2}\right. \\
\left.\left|m_{1}\right|,\left|m_{1}^{\prime}\right| \leq j_{1}, \quad\left|m_{2}\right|,\left|m_{2}^{\prime}\right| \leq j_{2}, \quad m_{1}+m_{2}+m_{3}=m_{1}^{\prime}+m_{2}^{\prime}+m_{3}=0\right\}
\end{gathered}
$$

If $\mathbf{e}_{x}, \mathbf{e}_{y}, \mathbf{e}_{z}$ are the cartesian reference vectors of $\mathbb{R}^{3}$, following [203, (64)] we define the complex reference vectors

$$
\mathbf{e}_{1}=-\frac{1}{\sqrt{2}}\left(\mathbf{e}_{x}+i \mathbf{e}_{y}\right), \quad \mathbf{e}_{0}=\mathbf{e}_{z}, \quad \mathbf{e}_{-1}=\frac{1}{\sqrt{2}}\left(\mathbf{e}_{x}-i \mathbf{e}_{y}\right),
$$

that satisfy the orthogonality relation $\overline{\mathbf{e}_{\mu}} \cdot \mathbf{e}_{\mu^{\prime}}=\delta_{\mu, \mu^{\prime}}$, for $\mu$ and $\mu^{\prime} \in\{-1,0,1\}$. Given two vectors $\boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{C}^{3}$, we denote their coordinates in this reference system with $\boldsymbol{\xi}=\left(\xi_{-1}, \xi_{0}, \xi_{1}\right)$ and $\boldsymbol{\eta}=\left(\eta_{-1}, \eta_{0}, \eta_{1}\right)$ and the tensor (dyadic) product matrix with $\mathbf{M}=\boldsymbol{\xi} \otimes \boldsymbol{\eta}$, whose entries are $\mathbf{M}_{\mu ; \mu^{\prime}}=\xi_{\mu} \eta_{\mu^{\prime}}$, for $\mu, \mu^{\prime} \in$ $\{-1,0,1\}$. Thus, using the convention $Y_{l}^{m}(\cdot)=0$ whenever $|m|>l$, we consider the following expression:

$$
\begin{aligned}
& \left(\sum_{\nu \in\{-1,0,1\}} \sum_{|m| \leq l-\nu} \mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{x}) \otimes \overline{\mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{y})}\right)_{\mu ; \mu^{\prime}} \\
& {[203,(70), n=l-\nu] \sum_{|m| \leq l+1} Y_{l}^{m-\mu}(\mathbf{x}) \overline{Y_{l}^{m-\mu^{\prime}}(\mathbf{y})}}
\end{aligned}
$$

B. Special functions

$$
\begin{aligned}
& \sum_{\substack{\nu \in\{-1,0,1\} \\
\text { s.t. }|m| \leq l-l-\nu \\
j=l-\nu \\
[72,(3,7.4)]}}(2(l-\nu)+1)\left(\begin{array}{ccc}
l-\nu & l & 1 \\
m & \mu-m & -\mu
\end{array}\right)\left(\begin{array}{ccc}
l-\nu & l & 1 \\
m & \mu^{\prime}-m & -\mu^{\prime}
\end{array}\right) \\
& \sum_{|m| \leq l+1} Y_{l}^{m-\mu}(\mathbf{x}) \overline{Y_{l}^{m-\mu^{\prime}}(\mathbf{y})} \\
& \sum_{\substack{j \in\{l-1, l, l+1\} \\
\text { s.t. }|m| \leq j}}(2 j+1)\left(\begin{array}{ccc}
l & 1 & j \\
\mu-m & -\mu & m
\end{array}\right)\left(\begin{array}{ccc}
l & 1 & j \\
\mu^{\prime}-m & -\mu^{\prime} & m
\end{array}\right) \\
& \stackrel{(\mathrm{B} .51)}{=} \sum_{|m| \leq l+1} Y_{l}^{m-\mu}(\mathbf{x}) \overline{Y_{l}^{m-\mu^{\prime}}(\mathbf{y})} \delta_{\mu, \mu^{\prime}}
\end{aligned}
$$

$$
\stackrel{(\mathrm{B} .32)}{=} \frac{2 l+1}{4 \pi} P_{l}(\mathbf{x} \cdot \mathbf{y}) \delta_{\mu, \mu^{\prime}} \quad \forall l \in \mathbb{N}, \quad \mu, \mu^{\prime} \in\{-1,0,1\}, \quad \mathbf{x}, \mathbf{y} \in \mathbb{S}^{2} .
$$

Notice that, in the previous formula, the case $l=0$ has to be treated separately by using $\left|\mathbf{Y}_{-1,0}^{m}\right|=(2 \sqrt{\pi})^{-1}$ for $m \in\{-1,0,1\}$ and the convention $\mathbf{Y}_{0,0}^{0}=\mathbf{0}$. We write this addition formula in matrix form:

$$
\begin{align*}
\sum_{\nu \in\{-1,0,1\}} \sum_{|m| \leq l-\nu} \mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{x}) \otimes \overline{\mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{y})}= & \frac{2 l+1}{4 \pi} P_{l}(\mathbf{x} \cdot \mathbf{y}) \mathrm{Id}_{3}  \tag{B.52}\\
& \forall l \in \mathbb{N}, \quad \mathbf{x}, \mathbf{y} \in \mathbb{S}^{2},
\end{align*}
$$

where $\mathrm{Id}_{3}$ is the $3 \times 3$ identity matrix.
We can combine the summation formula above with the Jacobi-Anger formula (B.35):

$$
\begin{align*}
& e^{i r \mathbf{r} \cdot \mathbf{y}} \mathrm{Id}_{3} \stackrel{(\mathrm{~B} .35)}{=} \sum_{l \geq 0}(2 l+1) i^{l} j_{l}(r) P_{l}(\mathbf{x} \cdot \mathbf{y}) \mathrm{Id}_{3} \\
& \stackrel{(\mathrm{~B} .52)}{=} 4 \pi \sum_{l \geq 0} i^{l} j_{l}(r) \sum_{\nu \in\{-1,0,1\}} \sum_{|m| \leq l-\nu} \\
& \mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{x}) \otimes \overline{\mathbf{Y}_{\nu, l-\nu}^{m}(\mathbf{y})}  \tag{B.53}\\
& \mathbf{x}, \mathbf{y} \in \mathbb{S}^{2} .
\end{align*}
$$

Formula (B.53) gives a vectorial Funk-Hecke formula analogous to (B.33), using the orthonormality of the basis $\left\{\mathbf{Y}_{\nu, l}^{m}\right\}$ in $L^{2}\left(\mathbb{S}^{2}\right)^{3}$ :

$$
\begin{aligned}
& \int_{\mathbb{S}^{2}} e^{i r \mathbf{x} \cdot \mathbf{y}} \mathbf{Y}_{\nu, l}^{m}(\mathbf{y}) \mathrm{d} S(\mathbf{y})=\int_{\mathbb{S}^{2}} e^{i r \mathbf{x} \cdot \mathbf{y}} \mathrm{Id}_{3} \cdot \mathbf{Y}_{\nu, l}^{m}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \\
& 4 \pi \sum_{l^{\prime} \geq 0} i^{l^{\prime}} j_{l^{\prime}}(r) \sum_{\nu^{\prime} \in\{-1,0,1\}} \sum_{\left|m^{\prime}\right| \leq l^{\prime}-\nu^{\prime}} \mathbf{Y}_{\nu^{\prime}, l^{\prime}-\nu^{\prime}}^{m^{\prime}}(\mathbf{x}) \\
& \cdot \int_{\mathbb{S}^{2}} \overline{\mathbf{Y}_{\nu^{\prime}, l^{\prime}-\nu^{\prime}}^{m^{\prime}}(\mathbf{y})} \cdot \mathbf{Y}_{\nu, l}^{m}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \\
& \quad=4 \pi \sum_{l^{\prime} \geq 0} i^{l^{\prime}} j_{l^{\prime}}(r) \sum_{\nu^{\prime} \in\{-1,0,1\}} \sum_{\left|m^{\prime}\right| \leq l^{\prime}-\nu^{\prime}} \mathbf{Y}_{\nu^{\prime}, l^{\prime}-\nu^{\prime}}^{m^{\prime}}(\mathbf{x}) \delta_{l^{\prime}-\nu^{\prime}, l} \delta_{m^{\prime}, m} \delta_{\nu^{\prime}, \nu} \\
& \quad=4 \pi i^{l+\nu} j_{l+\nu}(r) \mathbf{Y}_{\nu, l}^{m}(\mathbf{x})
\end{aligned}
$$

$$
\begin{equation*}
\forall r \geq 0, \quad \mathbf{x} \in \mathbb{S}^{2}, \quad l \in \mathbb{N}, \quad m \in \mathbb{Z},|m| \leq l, \quad \nu \in\{-1,0,1\} \tag{B.54}
\end{equation*}
$$

This formula is useful to write the expression of a vectorial Herglotz function given its kernel. Notice that, for the vector fields $\mathbf{U}_{l}^{m}$ and $\mathbf{Y}_{l}^{m}$, formula (B.54) can not be used directly because they are traces of non-homogeneous vector harmonic polynomials. A slightly more involved formula is needed:

$$
\begin{align*}
& \int_{\mathbb{S}^{2}} e^{i r \mathbf{x} \cdot \mathbf{y}} \mathbf{U}_{l}^{m}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \\
& \stackrel{(\mathrm{B} .49)}{=} \frac{1}{2 l+1} \int_{\mathbb{S}^{2}} e^{i r \mathbf{x} \cdot \mathbf{y}}\left(\left(\frac{l+1}{l}\right)^{1 / 2} \mathbf{I}_{l-1}^{m}(\mathbf{x})-\left(\frac{l}{l+1}\right)^{1 / 2} \mathbf{N}_{l+1}^{m}(\mathbf{x})\right) \mathrm{d} S(\mathbf{y}) \\
& \stackrel{(\mathrm{B} .47)}{=} \frac{1}{(2 l+1)^{1 / 2}} \int_{\mathbb{S}^{2}} e^{i r \mathbf{r} \cdot \mathbf{y}}\left((l+1)^{1 / 2} \mathbf{Y}_{-1, l}^{m}(\mathbf{x})+l^{1 / 2} \mathbf{Y}_{1, l}^{m}(\mathbf{x})\right) \mathrm{d} S(\mathbf{y}) \\
& \stackrel{(\mathrm{B} .54)}{=} \frac{4 \pi i^{l-1}}{(2 l+1)^{1 / 2}}\left((l+1)^{1 / 2} j_{l-1}(r) \mathbf{Y}_{-1, l}^{m}(\mathbf{x})-l^{1 / 2} j_{l+1}(r) \mathbf{Y}_{1, l}^{m}(\mathbf{x})\right) \\
& \stackrel{(\mathrm{B} .47)}{=} \frac{4 \pi i^{l-1}}{2 l+1}\left(\left(\frac{l+1}{l}\right)^{1 / 2} j_{l-1}(r) \mathbf{I}_{l-1}^{m}(\mathbf{x})+\left(\frac{l}{l+1}\right)^{1 / 2} j_{l+1}(r) \mathbf{N}_{l+1}^{m}(\mathbf{x})\right) \\
& \forall r \geq 0, \quad \mathbf{x} \in \mathbb{S}^{2}, \quad l \geq 1, \quad|m| \leq l,  \tag{B.55}\\
& \int_{\mathbb{S}^{2}} e^{i r \mathbf{x} \cdot \mathbf{y}} \mathbf{Y}_{l}^{m}(\mathbf{y}) \mathrm{d} S(\mathbf{y}) \\
& \stackrel{(\mathrm{B} .49)}{=} \int_{\mathbb{S}^{2}} e^{i r \mathbf{x} \cdot \mathbf{y}}\left(\frac{1}{2 l+1} \mathbf{I}_{l-1}^{m}(\mathbf{x})+\frac{1}{2 l+1} \mathbf{N}_{l+1}^{m}(\mathbf{x})\right) \mathrm{d} S(\mathbf{y}) \\
& \stackrel{(\mathrm{B} .47)}{=}(2 l+1)^{-1 / 2} \int_{\mathbb{S}^{2}} e^{i r \mathbf{r} \cdot \mathbf{y}}\left(l^{1 / 2} \mathbf{Y}_{-1, l}^{m}(\mathbf{x})-(l+1)^{1 / 2} \mathbf{Y}_{1, l}^{m}(\mathbf{x})\right) \mathrm{d} S(\mathbf{y}) \\
& \stackrel{(\mathrm{B} .54)}{=} \frac{4 \pi i^{l-1}}{(2 l+1)^{1 / 2}}\left(l^{1 / 2} j_{l-1}(r) \mathbf{Y}_{-1, l}^{m}(\mathbf{x})+(l+1)^{\frac{1}{2}} j_{l+1}(r) \mathbf{Y}_{1, l}^{m}(\mathbf{x})\right) \\
& \stackrel{(\mathrm{B} .47)}{=} \frac{4 \pi i^{l-1}}{2 l+1}\left(j_{l-1}(r) \mathbf{I}_{l-1}^{m}(\mathbf{x})-j_{l+1}(r) \mathbf{N}_{l+1}^{m}(\mathbf{x})\right) \\
& \forall r \geq 0, \quad \mathrm{x} \in \mathbb{S}^{2}, \quad l \geq 0, \quad|m| \leq l . \tag{B.56}
\end{align*}
$$

The identities (B.54) (with $\nu=0$ ), (B.55) and (B.56) correspond to the assertion of Theorem 5.42 of [83]. In order to verify the equivalence of the formulas written in the different notation, we have to use the relations [83, (2.136-137), (5.17-19)], (B.48), (B.45), and the fact that the coefficients $G^{\wedge}(l)$ defined in $[83,(3.321)]$ for the special function $G(t):=e^{i r t}, t \in[-1,1], r>0$, satisfy:

$$
\begin{aligned}
G^{\wedge}(l): & =2 \pi \int_{-1}^{1} G(t) P_{l}(t) \mathrm{d} t \stackrel{(\mathrm{~B} .35)}{=} 2 \pi \sum_{l^{\prime} \geq 0}\left(2 l^{\prime}+1\right) i^{l^{\prime}} j_{l^{\prime}}(r) \int_{-1}^{1} P_{l^{\prime}}(t) P_{l}(t) \mathrm{d} t \\
& \stackrel{(\mathrm{~B} .23)}{=} 4 \pi \sum_{l^{\prime} \geq 0} \frac{2 l^{\prime}+1}{2 l+1} i^{l^{\prime}} j_{l^{\prime}}(r) \delta_{l, l^{\prime}}=4 \pi i^{l} j_{l}(r) .
\end{aligned}
$$
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## Index of definitions and notation

$\alpha, \beta, \delta$, flux parameters
Helmholtz, 107
Maxwell, 182
A, 2D wave direction matrix, 76
$\mathcal{A}_{h}$, Helmholtz TDG bilin. form, 108
$\mathcal{A}_{\mathcal{M}}$, Maxwell bilinear form, 133
$\mathcal{A}_{\mathcal{M}, h}$, Maxwell TDG bilin. form, 183
Adaptivity, 15
Addition formula
ND, 201
3D, scalar, 202
3D, vector, 208
Averaged Taylor polynomial, 57
Averages $\{\{\cdot\}, 107$
$B_{r}, B_{r}\left(\mathbf{x}_{0}\right)$, Euclidean balls, xiii $\mathbf{b}_{\nu, l}^{m}, 160$
Bessel function, 199
Bramble-Hilbert theorem, 58
$\chi$, elastic scalar potential, 175
$c_{0}, 99$
Cauchy estimate, 38
Cauchy strain tensor $\mathbf{D}^{s}, 196$
Cauchy stress tensor $\sigma, 175$
Ceil operator 「••, 197
Cone condition, 61
Corner waves, 118
$\overrightarrow{\operatorname{curl}}_{S}$, surfacic rotational on $\mathbb{S}^{2}, 204$
$\operatorname{curl}_{T}$, surface curl, 146
$\nabla_{S}$, surfacic gradient on $\mathbb{S}^{2}, 204$
$\Delta_{T}$, Laplace-Beltrami operator, 148
$\delta_{\mathbf{d}}, 113$
$D^{\delta}$, enlarged domain, 64
$d_{2 p}$, polarization directions, 156
$\mathbf{D}^{s}$, symmetric gradient, 196
DEM, 9
DG magic formula scalar, 107
vector, 181
DGM, 9
Discontinuous enrichment method, 9
Discontinuous Galerkin method, 9
Displacement-based Helmholtz eq., 4 $\operatorname{div}_{T}$, surface divergence, 146
Double factorial, 197
$\eta^{*}, 189$
$\varepsilon_{j}, 114$
$\mathbf{E}$, electric field, 132
$\mathbf{e}_{\theta}, 203$
$\mathbf{e}_{\varphi}, 203$
$\widehat{\mathbf{E}}_{p}$, numerical flux, 182
Elastic scalar potential, 175
Elastic vector potential, 175
Elastic wave equation, 4
$\mathbf{\Phi}_{l}^{m}, 204$
$\mathcal{F}_{h}$, mesh skeleton, 105
$\mathcal{F}_{h}^{B}$, boundary mesh skeleton, 105
$\mathcal{F}_{h}^{I}$, interior mesh skeleton, 105
Factorial, 197
Floor operator $\lfloor\cdot\rfloor, 197$
Funk-Hecke formula
scalar, 202
vector, 208
$\gamma, 132$
Gamma function $\Gamma(\cdot), 197$
Generalized harmonic polynomial, 48
$G H P_{\omega, p}\left(\mathcal{T}_{h}\right)$, GHP-DG space, 118
H, magnetic field, 132
$H(\operatorname{curl} ; \Omega)$, xiv
$H_{0}(\operatorname{curl} ; \Omega)$, xiv
$H$ (curl curl; $\Omega$ ), xiv
$H^{k}(\operatorname{curl} ; \Omega)$, xiv
$H(\operatorname{div} ; \Omega)$, xiv
$H\left(\operatorname{div}^{0} ; \Omega\right)$, xiv
$H_{\text {imp }}(\operatorname{curl} ; \Omega)$, xiv, 133
$\mathcal{H}^{j}(D)$, harmonic Sobolev space, 31
$\mathcal{H}_{\omega}^{j}(D)$, Helmholtz Sobolev space, 31
$H^{k}(\Omega)^{d}$, xiii
$H_{0}^{1}(\Omega)$, xiii
$\mathbb{H}^{l}$, harmonic polynomial space, 205
$H_{l}^{m}$, 3D harmonic polynomial, 205
$\widehat{\mathbf{H}}_{p}$, numerical flux, 182
$H^{s}\left(\mathcal{T}_{h}\right)$, broken Sobolev space, 108
$H^{s}(\partial \Omega), 145$
$H^{s}\left(\operatorname{curl} ; \mathcal{T}_{h}\right), 184$
$H_{T}^{s}(\partial \Omega), 145$
Helmholtz equation, 2
Herglotz field, 164
Herglotz function, 50
Hyperbolic equation, 4
Hyperspherical Bessel function, 200
$\mathcal{I}_{l}^{m}, 205$
$\mathbf{I}_{l}^{m}, 205$
$\mathrm{Id}_{3}, 3 \times 3$ identity matrix, 195
Impedance boundary condition, 2
Interior estimate, 38
J, current density, 132
$J_{\nu}(\cdot)$, Bessel function, 199
$j_{\nu}(\cdot)$, spherical Bessel function, 199
$j_{k}^{N}(\cdot)$, hyperspherical Bessel function, 200
Jacobi-Anger expansion scalar, 202
vector, 208
John domain, 62
Jumps
normal $\llbracket \cdot \rrbracket_{N}, 107$
tangential $\llbracket \cdot \rrbracket_{T}, 181$
$\kappa$, scaled wavenumber, 156
$\lambda_{D}$
(2D), 61
(ND), 67
$\lambda_{\tau_{h}}, 113$
$L_{T}^{2}(\partial \Omega)$, xiv
$L_{T}^{2}\left(\mathbb{S}^{2}\right), 203$
$\mathcal{L}_{h}(\cdot, \cdot), 121$
$\ell_{h}(\cdot)$, Helmholtz TDG r.h.s., 108
$\ell_{\mathcal{M}, h}$, Maxwell TDG r.h.s, 184

Laplace-Beltrami operator, $\Delta_{T}, 148$
Least squares method, 12
Legendre function, 200
Legendre polynomial, 200
M, 3D wave direction matrix, 77
$M_{1}, M_{2}$, Vekua's kernel functions, 25
Maxwell equations, 3
Maxwell gener. harmonic polynomial, 160
Modulated basis, 6
Multi-index, xiii
$\boldsymbol{\mathcal { N }}_{l}^{m}, 205$
$\mathbf{N}_{l}^{m}, 205$
$n(N, l), 201$
$\widetilde{n}(N, l), 201$
Navier equation, 4, 174
$\|\cdot\|_{k, \omega, \Omega}$, xiv
$\|\cdot\|_{D G}, 115$
$\|\cdot\|_{H(\operatorname{div} ; \Omega)^{\prime}}, 187$
$|||\cdot|||_{\mathcal{F}_{h}}, 108$
$\left|\left||\cdot| \|_{\mathcal{F}_{h}^{+}}, 109\right.\right.$
$|||\cdot|||_{\mathcal{F}_{\mathcal{M}, h}}, 184$
$|||\cdot|||_{\mathcal{F}_{\mathcal{M}, h}^{+}}, 186$
Numerical dispersion, 5
Numerical flux
Helmholtz, 106
Maxwell, 182
$\omega_{P}, 175$
$\omega_{S}, 175$
$\mathbf{\Psi}_{l}^{m}, 204$
$\psi$, elastic vector potential, 175
$\mathcal{P}, H^{1}\left(\mathcal{T}_{h}\right)$-projection, 121
$P_{l}$, Legendre polynomial, 200
$P_{l}^{m}$, Legendre function, 200
Pollution effect, 5
PUFEM, partition of unity FEM, 11
PUM, partition of unity method, 11
$P W_{\omega, p}\left(\mathbb{R}^{N}\right), 55$
$\mathbf{P W}_{\omega, 2 p}(D), 156$
$\mathbf{P W}_{\omega, 2 p}^{E}(K)$, Maxwell PWDG space, 192
$\mathbf{P W}_{\omega, 2 p}^{E}\left(\mathcal{T}_{h}\right)$, Maxwell PWDG global space, 192
$P W_{\omega, p}(K)$, Helmholtz PWDG space, $\mathbf{V}_{p}^{E}(K), \mathbf{V}_{p}^{H}(K)$, Maxwell local TDG 112 spaces, 182
$P W_{\omega, p}\left(\mathcal{T}_{h}\right)$, Helmholtz PWDG global $\mathbf{V}_{p}^{E}\left(\mathcal{T}_{h}\right)$, Maxwell global TDG space, space, 112
$Q^{m} \phi$, averaged Taylor polynomial, 57
$\widehat{q}, 116$
q.u. $\left(\mathcal{T}_{h}\right)$, quasi-uniformity meas., 110
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[^0]:    ${ }^{1}$ Notice that many authors use the letter $\kappa$ to denote the wavenumber and $\omega$ to represent the frequency.

[^1]:    ${ }^{2}$ Despite the fact that the DGM is both a DG and a Trefftz method, this scheme is quite different from the Trefftz-DG (denoted TDG) discussed in Chapter 4: indeed the interface continuity is treated with Lagrange multipliers by the former scheme and as a local DG in the spirit of [45] by the latter. See [86] for a comparison of the two DG formulations.

[^2]:    ${ }^{1}$ Named after Ilja Vekua (1907-1977), Soviet-Georgian mathematician.

[^3]:    ${ }^{2}$ The proof in higher space dimensions might be contained in the Georgian language article [192] that is hard to obtain.

[^4]:    ${ }^{3}$ This is exactly Theorem 8.17 of [92]; with that notation, for the homogeneous Helmholtz equation we have $k(R)=0, \lambda=1, \Lambda=\sqrt{N}, \nu=\omega$ and $p=2(q$ is not relevant for the homogeneous problem); see also page 178 of [92].

[^5]:    ${ }^{1}$ Since vector indices are often denoted by a pair of integers separated by a comma (e.g., $\mathbf{d}_{l, m}$ ), here and in the following we use the semicolon to separate the row and column indices of second order matrices (e.g., $\mathbf{M}_{l, m ; l^{\prime}, m^{\prime}}$ ). The components of vectors and matrices will be denoted by round brackets with subscripts, whenever their names are composite (e.g., $(\mathbf{M d})_{l, m}$ or $\left.\left(\overline{\mathbf{M}^{-1}}\right)_{l, m ; l^{\prime}, m^{\prime}}\right)$.

[^6]:    ${ }^{2}$ Indeed, we can assume without loss of generality that: (i) the directions are ordered $\left(\left\{\theta_{-q}<\theta_{-q+1}<\cdots<\theta_{q}\right\} \subset(-2 \pi, 2 \pi)\right)$, (ii) $\theta_{0}=0$, (iii) $\theta_{q}<\theta_{-q}+2 \pi$, and that (iv) the maximum is achieved for $k=0$; notice that it may happen that either $\theta_{-q}<-\pi$ or $\theta_{q}>\pi$. Then the constraint (3.37) implies $\frac{2 \pi}{p} \delta|s| \leq\left|\theta_{s}-\theta_{0}\right|=\left|\theta_{s}\right| \leq 2 \pi-\frac{2 \pi}{p} \delta(q+1)$ for $s= \pm 1, \ldots, \pm q$; this gives, in turn, $\left|e^{-i \theta_{s}}-e^{-i \theta_{0}}\right|=\left|e^{-i \theta_{s}}-1\right| \geq\left|e^{-\frac{2 \pi}{p} \delta s}-1\right|$, which is the value obtained with the set $\left\{\theta_{s}^{*}=\frac{2 \pi}{p} \delta s\right\}_{s=-q, \ldots, q}$. Therefore, each term in the product is bounded from above by the corresponding one with the directions $\left\{\theta_{s}^{*}\right\}_{s=-q, \ldots, q}$.

[^7]:    ${ }^{1}$ Alternatively, the continuity $\|\Phi\|_{s, \Gamma_{j}} \leq C\|\Phi\|_{s+1 / 2, \Omega}$ could be proved by using the con-
    tinuous extension operator $E_{s+1 / 2}: H^{s+1 / 2}(\Omega) \rightarrow H^{s+1 / 2}\left(\mathbb{R}^{3}\right)$ (see [99, Theorem 1.4.3.1] and $\left[141\right.$, Theorem A.4]) and the trace on the affine plane that contains the face $\Gamma_{j}$.

[^8]:    ${ }^{2}$ Whenever $\Omega$ is convex, the parameter $L$ in [40, Theorem 8 ] is equal to $2 \pi$, thus $s^{*}=1$. Moreover, thanks to Remark 5.5.3, $s_{\Omega}$ can be chosen equal to $s_{g}$. Therefore, if $\Omega$ is convex, the only condition on $s$ is $0<s \leq s_{g}$.

[^9]:    ${ }^{1}$ As a consequence of Theorem 5.5.5, whenever $\mathbf{g}_{\mid \Gamma_{j}} \in H^{s_{g}}\left(\Gamma_{j}\right)$ with $s_{g}>0, j=1, \ldots, m$, where $\Gamma_{1}, \ldots, \Gamma_{m}$ are the flat faces of $\partial \Omega$, then $\mathbf{E} \in H^{1 / 2+s}(\Omega)^{3}$ and $\nabla \times \mathbf{E} \in H^{1 / 2+s}(\Omega)^{3}$, for some $s>0$ which depends on $s_{g}$ and $\Omega$.

